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" Sie erinnern Sich aber auch vielleicht zu gleicher Zeit meiner Klagen, iiber einen

Satz, der theils schon an sich sehr interessant ist, theils einem sehr betrachtlichen

Theile jener Untersuchungen als Grundlage oder als Schlussstein dient, den ich damals

schon iiber 2 Jahr kannte, und der alle meine Bemiihungen, einen geniigenden Beweis

zu finden, vereitelt hatte, dieser Satz ist schon in meiner Theorie der Zahlen angedeutet,

und betrifFt die Bestimmung eines Wurzelzeichens, sie hat rnich immer gequalt.

Dieser Mangel hat mir alles Uebrige, was ich fand, verleidet und seit 4 Jahren

wird selten eine Woche hingegangen sein, wo ich nicht einen oder den anderen

vergebUchen Versuch, diesen Knoten zu losen, gemacht hatte—besonders lebhaft nun

auch wieder in der letzten Zeit. Aber alles Briiten, alles Suchen ist umsonst geweseu,

traurig habe ich jedesmal die Feder wieder niederlegen miissen.

Endlich vor ein Paar Tagen ist's gelungen "

Gauss an Olbers, September 1805 (Sobering, Festrede).



PREFACE.

rriHE present volume consists of two parts ; the first of these

-'- deals with the theory of hyperelliptic functions of two

variables, the second with the reduction of the theory of general

multiply-periodic functions to the theory of algebraic functions
;

taken together they furnish what is intended to be an elementary

and self-contained introduction to many of the leading ideas of

the theory of multiply-periodic functions, with the incidental aim

of aiding the comprehension of the importance of this theory in

analytical geometry.

The first part is centred round some remarkable differential

equations satisfied by the functions, which appear to be equally

illuminative both of the analytical and geometrical aspects of the

theory ; it was in fact to explain this that the book was originally

entered upon. The account has no pretensions to completeness:

being anxious to explain the properties of the functions from

the beginning, I have been debarred from following Humbert's

brilliant monograph, which assumes from the first Poincare's

theorem as to the number of zeros common to two theta functions
;

this theorem is reached in this volume, certainly in a generalised

form, only in the last chapter of Part ii. : being anxious to render

the geometrical portions of the volume quite elementary, I have

not been able to utilise the theory of quadratic complexes, which
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has proved so powerful in this coDnexion in the hands of Kummer
and Klein ; and, for both these reasons, the account given here,

and that given in the remarkable book from the pen of R. W. H. T.

Hudson, will, I believe, only be regarded by readers as comple-

mentary. The theory of Rummer's surface, and of the theta

functions, has been much studied since the year (1847 or before) in

which Gopel first obtained the biquadratic relation connecting

four theta functions ; and Wirtinger has shewn, in his Unter-

suchungen ilhei^ Thetafunctionen, which has helped me in several

ways in the second part of this volume, that the theory is capable

of generalisation, in many of its results, to space of 2^—1

dimensions ; but even in the case of two variables there is a

certain inducement, not to come to too close quarters with

the details, in the fact of the existence of sixteen theta functions

connected together by many relations, at least in the minds

of beginners. I hope therefore that the treatment here followed,

which reduces the theory, in a very practical way, to that of

one theta function and three periodic functions connected by

an algebraic equation, may recommend itself to others, and,

in a humble way, serve the purpose of the earlier books on

elliptic functions, of encouraging a wider use of the functions

in other branches of mathematics. The slightest examination

will shew that, even for the functions of two variables, many

of the problems entered upon demand further study ; while,

for the hyperelliptic functions of p variables, for which the forms

of the corresponding differential equations are known, there

exist constructs, o? p dimensions, in space of ii?(p + l) dimen-

sions, which await similar investigation.

The problem studied in the second part of the volume was

one of the life problems of Weierstrass, but, so far as I know,

he did not himself publish during his lifetime anything more

than several brief indications of the lines to be followed to effect

a solution. The account given here is based upon a memoir in

the third volume of the GesanMiielte Werke, published in 1903
;

notwithstanding other publications dealing M'ith the matter, as
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for example b}^ Poincare and Picard, and particularly by

Wirtinger, it appears to me that Weierstrass's paper is of

fundamental importance, for its precision and clearness in

regard to the problem in hand, and for the insight it allows

into what is peculiarly Weierstrass's own point of view in the

general Theory of Functions ; at the same time, perhaps for

this reason, some points in the course of the argument, and

particularly the conclusion of it, seem, to me at least, to admit

of further analysis, or to be capable of greater definiteness. In

making this exposition I have therefore ventured to add such

things as the explanation in § 53, the limitation to a monogenic

portion of the construct and the argument of § 60, an examination

of simple cases of curves possessing defective integrals and

the argument of Chapter ix. These are doubtless capable

of much improvement. But the whole matter is of singular

fascination, both because of the great generality and breadth of

view of the results achieved and because of the promise of

development which it offers ; I hope tha.t the very obvious need

for further investigation, suggested constantly throughout this

part of the volume, may encourage a wider cultivation of the

subject, and a more thorough study of the original papers

referred to in the text, of which I have in no case attempted

to give a complete reproduction, though I have endeavoured in

all cases to acknowledge my obligations.

I may not conclude without expressing my gratitude, amply

called for in the case of any intricate piece of mathematical

printing, for the carefulness and courtesy of the staff of the

University Press.

H. F. BAKER.

Cambridge,

19 August 1907.
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PAKT I.

THE HYPERELLIPTIC FUNCTIONS OF TWO VARIABLES
AND THE ASSOCIATED GEOMETRY.

CHAPTER 1.

INTRODUCTORY.

1. Let X he a, complex variable represented upon an infinite plane,

regarded in the ordinary way as closed at infinity, and let

be any sextic polynomial. The pairs of values (cc, y), {x, — y), which satisfy

the equation y^=f(^x), may be represented by the points of a two-sheeted

surface lying upon the plane of x, the sheets crossing one another along

three lines joining respectively the first and second roots of /(ic) = 0, the

third and fourth roots, and the fifth and sixth roots, where the order in

which the roots are taken is indifferent ; thus a closed line on this two-

sheeted surface, drawn about and near to the point representing one of these

roots, will make two circuits before returning on itself, and each of these

roots is represented by a winding place—or branch place—of the surface

;

if Xe = one of the six branch places is at infinity. We may represent

any place of the surface, corresponding to a single pair {x, y), by a single

symbol {x), or simply by x. If {a) be such a place, for which x is finite, and

not a root of f{x) = 0, and {x) be any sufficiently near place, we can solve

the equation y^ =f{^) hjx = a+t, y = P (t), where P(t) is a series of positive

integral powers of the parameter t, and every place in the immediate

neighbourhood of (a) is given by one value of t. If (a) be a branch place,

for which both x and y are finite, say a finite branch place, we can similarly

solve by x = a + t'\ y = F(t), sua increment of 27r in the phase of t corre-

sponding in this case to an increment of 47r in the phase of x— a, that is to

a path on the surface which closes itself only after containing points of both

sheets. If Xe^^O we can similarly represent all points of the surface for

which X is sufficiently large by two pairs of formulae of the forms x~'^ = t,

y-^ = t^P(t), and x~^ = t, 3/~^= —fP(t), corresponding to the two superimposed

but distinct places of the surface ; while if Ag = 0, all points in the immediate

neighbourhood of the single place at infinity are represented by a single

B. 1

a
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pair of formulae x~^ = P, y~^ = t^P{t). In fact these various power series

converge within a circular range about the place considered which excludes

the nearest branch place ; but it is sufficient for our purpose to assume the

convergence for sufficiently small values of t. This quantity we call the

parameter of the place.

It is manifest that any rational function of x and y, say H {x, y), is

representable about any place in terms of the parameter of the place in

a form H {x, y) = t~^P{t), where m is an integer, positive, negative, or zero,

and P (t) does not vanish for ^ = ; the number m, if positive, is then called

the order of infinity of the function at the place ; if m is negative, the

number —m is the order of the zero of the function at the place. And any

integral / H (x, y) dx, which is supposed to be integrated along a path on

the surface from the place (a) to the place {x), is, in the neighbourhood of

any place, of a form t~"'"'P(t) + C log t, where C is a constant. It will appear

that there are forms of H {x, y) such that the constant C is zero at every

place, finite or infinite, and the integer m everywhere zero or negative ; the

corresponding integrals are then said to be of the first kind : there are also

forms of H {x, y) such that the constant C is everywhere zero, the integer m
being positive for a finite number of places; the corresponding integrals,

with a finite number of algebraic infinities, are said to be of the second kind
;

but, whatever form H {x, y) have, there can only be a finite number of places

where m is positive or G other than zero, and the sum of the values of G
which arise at different places for the same integral is necessarily zero, as

will be proved below ; thus there can be no integral having only one place

where G is not zero : integrals for which there are two or more places at

which the logarithmic term is present, while m is never positive, are called

integrals of the third kind.

Let us restrict ourselves now, for a little, to the consideration of integrals

of the first or second kind. In the immediate neighbourhood of any place,

even an infinity of the integral, the integral is single-valued ; but this is not

the case for any path ; for instance a closed path passing entirely on one

sheet of the surface round two only of the branch places will give a value

for the integral not generally zero. In order then to deal only with single-

valued functions we restrict the paths along which integration can take place

by supposing the surface cut along certain curves. First let any closed curve

be drawn on the surface of such a kind as could not be continuously deformed

to a point without passing over branch places, and let the surface be cut

along this curve ; if a definite direction be assigned to the closed curve,

either of the two possibilities being taken, we can appropriately speak of the

left side, and of the right side, of the cut ; we call this cut the first cut,

or (^i), and speak of the edges of the cut as period-loops ; taking now an
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arbitrary point on the left side of the cut (^i), it will be found that a con-

tinuous curve can be drawn on the surface, not passing through any branch

place, to the opposite point on the right side of the cut {A-y); let the surface

be now cut along this curve, the edge of the cut which is on the left when

the curve is described being called the left edge ; the new cut will be called

{A^. The surface now has a continuous boundary, consisting of the left side

of (^j), followed by the left side of (^3), then the right side of (^1), described

however in the direction opposite to that of the curve from which (^1) was

constructed, and then the right side of (^3), also in the negative direction of

the curve from which (^3) was constructed; this boundary may then be

denoted by {A-^A.iA-{~'^Af'^). Upon the surface with this boundary it is

possible to make another couplet of cuts, (^2) and (^4), related to one

another as are {A^ and (.43), in such a way that neither (^2) nor {A^
intersects (^1) or (^3), while the surface does not break up into separate

pieces. And upon the surface as now cut, with two continuous non-inter-

secting boundary lines {A-^A-.A-T'^Af^), {A^AiAf'^Af^), every integral

H{x, y)dx,

of the first or second kind, can be shewn to be single-valued. The value of

this integral at any point on the left side of (^1) will exceed its value at the

opposite point on the right side of (^1) by a quantity flj which is the same

all along (^1) ; similarly its value at any point of the left side of (J. 3) exceeds

its value at the opposite point on the right side of (J. 3) by a constant fij';

and there are similar constants O2, O2' for (^2) a-nd {A^. These four

constants are called the periods of the integral, and the general value of

which the integral is capable on the original surface, before this is cut, can be

shewn to be of the form

H{x, y) dx -\- AiUj-l- ^2^2 + /h'^i'+ K^2,

where /ij, h.2, A/, lU are integers.

The statement for an integral with logarithmic infinities is analogous to

the foregoing, but there is the modification that a closed path about a place

where the expansion of the integral involves the logarithmic term C\ogt

leads to an increment '^iriC in the value of the integral ; in the simplest

case that arises, to which in fact all others can be reduced, where there are

two logarithmic places with equal and opposite values of G, the integral is

rendered single-valued if, in addition to the cuts already made, a cut, not

intersecting these, be made between the two logarithmic places.

2. That, as remarked above, the sum of the logarithmic coefficients C,

for a given integral, at all the places where they exist, is zero, may be seen in

either of the two following ways.

1—2
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First, if in the neighbourhood of a place x = a, y = b, of logarithmic

infinity for the particular integral under consideration, both x and y be

expressed in terms of the parameter t belonging to the place, the logarithmic

coefficient G is clearly the coefficient of t~^ in the expansion, in terms

of t, of

H(^,y)^;

there may, or may not, be a term in t"^ in the expansion of the same ex-

pression for the neighbourhood of the conjugate place (a, —h); in any case

where a is finite, the sura of the logarithmic coefficients for these two places,

or the unique logarithmic coefficient if they are the same (branch) place, is

at once seen to be the coefficient of (x — a)"'^ in the function

H(x, y) + H{x, -y),

which is rational in x only ; similarly if (a, h) be at infinity, the sum of the

coefficients C for the two places a = oo , or the one coefficient when this is

a branch place, is the negative of the coefficient of x~'^ in the same rational

function o{ x; by expressing this rational function of x in partial fractions it

is at once evident thence that the sum of all existing coefficients (7, for places

where H{x, y)dxldt has a term in t~^, is zero.

This result follows also from the fact that the closed curves

{A,A,Ar'A,-% {A,A,A,-'A,-')

form a complete boundary of the surface ; this shews that the sum of the

values of the integral I H {x, y) dx, taken once positively round these

curves, is equal to the sum of the values of this integral taken, along small

closed curves, once round every place of logarithmic infinity, the value of the

integral round any other point being zero. The contribution from such

a logarithmic infinity is 2'7ri times the logarithmic coefficient ; on the other

hand, the value of the integral I H{x, y) dx round the perimeter

{A,A,A,-^A,-')

is zero, the contribution, for instance, from (Ai) and (A{~^) being flildx, taken

once positively along (-4i), namely zero, since x has the same value at the two

sides of (^3).

3. The most general form of an integral of the first kind can be shewn

to be
'^ (A + Bx) dx

I'J a
,
= ilz^i*' ^ + 5%2^' «, say,

y

where A and B are arbitrary constants. If we put

{X, Xi) = ^ -; r
,

zy {x — Xi)
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where {x, y), {x-^, y^ are two arbitrary finite places, of which one or both may
be branch places, it can be verified that

i^;,\ = j'[(^'. oc,)-{x, x,)]dx

is an integral of the third kind with logarithmic coefficients + 1 and — 1

respectively at the two arbitrary finite places {x^, y^), {x^, y^), having no

infinities but these. The case where one or both of (x^, y^), (x^, y^ is at

infinity can be derived from this by a transformation of the form x = {x'—cy'^,

with the appropriate corresponding change for y. The function

wherein G^ and G^ are constants, has the same infinities as P*' "'

; denoting

the periods of P^'' "'^ at {A^), {A^), {A^, {A^ respectively by Xli, O/, Da, Ha',

and the periods of Wj^' "', u^' "', similarly, by

(^0 {A,) {A,) {A,)

&>11 &'l2 &>11 W]
/

(Woi lOnn 6)01 ft)o

the periods of this new integral of the third kind, at (-4j), {A,^, will be

it will presently be shewn that the determinant WnfOaQ ~ «2ift>i2 is not zero

;

thus the constants Gi, G^ can be chosen so that these two periods are zero;

when this is done the integral of the third kind will be denoted by

n^'
""

, and called the normal elementary integral of the third kind, the

former epithet referring to the fact that it has vanishing periods at (^1) and

(A2), the latter to the fact that it has only two logarithmic infinities (xy),(x2),

of respective coefficients 1 and — 1.

4. To obtain the theorem just quoted in regard to the determinant

«n«22 ~ fi>2iO)i2, and at the same time some other results necessary for our

purpose, let U = fH{x,y)dx, V = JK{x,y)dx, be any two algebraic integrals,

the functions H (x, y), K {x, y) being rational in x and y, and consider

the contour integral JUdV, taken in succession along the closed curves

(AiAsAr^Af-^), (^2^4^2~^^r^); denoting the periods of U for (^1), (^2),

(As), (Ai) respectively by lii, fig, 0,^, fl^, and by Fj, Fa, F3, F4 the corre-

sponding periods of V, the contribution to the integral from (Ai) and (A-y~^)

is /(CT+Oi— U)dV, extended once along (^1) only, from the right side to

the left side of (^3), namely is HiFs; so the contribution from (^3) and

{Af^) is Hj/c^F, extended once along (J. 3) only, from the left side to the right

side of (J.i), namely is — fijFj ; the sum of the two contour integrals is thus

n,v,-^,v^ + Q.2V,-n,V2]
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the formation of this quantity from the scheme of periods

u n, n^ O3 ^4

V V, V, Vs V,

is evident, and the remark assists the memory in writing it down.

Let now in particular, U be an integral of the first kind, and V be an

elementary integral of the third kind with logarithmic infinities of coefficients

respectively 1 and — 1 at (z^) and (z^) ; then the previously described contour

integral is equal to the counterclockwise integral along a closed curve con-

taining the cut previously explained which goes from (z^) to (z^)
',
near (^1),

dt
however, UdV is of the form U —, where t is the parameter for the neigh-

V

bourhood of (Zi), and a counterclockwise integration round (z^) gives 'i'lriU^^

where U^^ is the value of U at {z-^ ; so the integration round (^2) gives

— 27riU^^ ; the two sides of the cut, between (zi) and (z^), taken together, give

no contribution. We thus have, in this case,

Q,V, - HsFi + a V, - n,V, = 27ri ( U'^ - U'-^.

In a precisely similar way, if U be also an elementary integral of the

third kind with logarithmic coefficients 1 and — 1 respectively at (^1) and (^2),

we infer, since UdV= d{UV)— VdU, that the right side must be increased

by — 27ri{V^^— F^^); while if [/"and Fbe both integrals of the first kind, the

right side is to be replaced by zero.

We may apply a similar procedure when U and F are the real and

imaginary parts of an algebraic integral U + iV, of periods Hj + iV^, etc. ; in

case the integral U + iV is of the first kind, say equal to ?iiWi*'*+ WaWa^''*,

the contour integral I Ud F, or I ?7 -7- dt, or
j
iU ^d^+ U -i^ drj] , where

t = ^-\- it;, is equal to a sum of area integrals of the form

//
d^dr] IKhli'^m-lh'^

duy fduy

each one of these is necessarily positive, and has a lower limiting value

greater than zero, since U and F and their differential coefificients are con-

tinuous functions of ^ and rj, and U and F are not constant over any two-

dimensional portion of the surface ; there are as many of these integrals as is

necessary to cover the whole surface (and it can be shewn that this number
is finite). In this case we infer therefore that

n,Vs - 1I3F1 + n,v,- n,v,

is positive, and not indefinitely near to zero.

From these general considerations various results follow :

—

(1) The determinant ton^aa - couco.^i is not zero. For then m^iUi^'"' — (OnU^'"-

would be an integral of the first kind having zero periods at (^1) and {A^
;
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calling this U + iV, as in the last of the general considerations just given, we
should have Hj = Fj = 0, fig = Fg = 0, contrary to the necessarily positive

character of the expression ^-yVi — rL^V-i^ + n^Vi — ^liV^- And by the same

proof it follows that no function, other than a constant, exists, which is single-

valued on the surface save that its values on the two sides of each of two

non-intersecting curves differ by a quantity constant along the curve, which

is expressible about every point of the surface by a series of positive integral

powers of the parameter.

(2) Hence we can form two integrals of the first kind

V^^' « = - (ft)22 Wi^' « - &)i2 Uo^^ ""), V.f' « = - (- 0)21 U,""' * + ft)ii 'U.f' **),

where A = conco^i - &>i2«»2i,

which have a period scheme

(^0 {A.) {A,) {A,)

x.a

1 Tn T,2

'^2"'" 1 T21 T2

then the theorem that the integral Jvjdv.2 round {AiA3A~^Af^) and

(A2AiAf^Ai~^) gives zero, leads to

1 . T21 - Tu . -I- . T22 - T12 . 1 = 0,

or Ti2= T21. These integrals are called the normal integrals of the first kind,

being unique, save for additive constants, when the period-loops are once

drawn, as follows from the concluding remark of (1).

(3) If ill, n.2 be real quantities, and Uj^Vy^'"- + n2Vo^'"' = U + iV, the con-

sideration of the contour integral ^UdV gives, if r^g = prs + icrrs, the result

n^ (wjCTii -f- n^a-.^) - {thpn + n^p^i) . + W2 (WiO-jo + UoO-.^.^ — (wipia h 712/322) . > 0,

so that the real part of the quadratic form

»' (tiiWi^ -h 2Ti2Win2 + T^ni)

is necessarily negative and not indefinitely near to zero.

(4) The consideration of the contour integral

for which, respectively,

Tx V, V, vj \o F3 F,

gives F5 = ^TTi (wj*" "- — Vy"^' "') = 2'Trivi'^^' ^^

,

so that the periods of the elementary normal integral H^ ,x ^^ (^3) and

{A^ are respectively ^iriv^^^'^'"- and 'Utriv^^'" ^''-.
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(5) The consideration of the contour integral

Ila., T,
all, , '

for which Hj = Oo = Fj = Fa = 0, gives

(6) We have already remarked that there is no other integral of the

first kind than v^^'^ having periods 1, at (J.i), {A^ ; it follows similarly

that there is no other normal elementary integral of the third kind than

n^'"^, . Two integrals of the third kind, having the same two infinities and

the same multipliers at these, have a difference which is expressible about

every point by a series of positive integral powers of the parameter for the

point ; this difference will have periods at {A^, {A^, iAz), kA^) \ denoting

the integrals of the third kind by P and P', and the periods of the difference

P' — P at (J.]) and {A^ by G^ and G,, the function

has periods only at (J. 3) and (^4). Hence, by the remark made at the con-

clusion of (1), this function is a constant.

5. From an elementary integral of the third kind we can form an

algebraic integral whose expansion in terms of the parameter, in the neigh-

bourhood of any place of the surface, contains only positive integral powers,

there being exception at only one place, for which the expansion contains the

single term - t~^ ; and the integral can be taken so that this pole is at an

arbitrary place. Such an integral is called an elementary integral of the

second kind. Consider for instance

J a

let {z) be an arbitrary finite place, and t the parameter for the neighbourhood

of {£) ; let (iCi) be in the neighbourhood of {z) ; let (x, x-^ be expressed in

terms of t, and let {x, x^)t denote the coefficient of t in the expression ; this

will be a function of (x), and of (z); the integral

is then a function of (x), infinite only when (x) approaches z, and then like

— t~^. This statement can easily be verified from the form

•2y{x- x^)
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For, when {z) is not a branch place, we find, putting x^ — z ^t and

, _ y-\-s+s'{x-z)
K,X,X,)t--

^y^^_^y >

and putting herein x = z + tx, 'i/ = s + s'tx + ..., we find

(x, Xi)t = — + A + A^tx + . .
.

;

while, when {z) is a branch place, putting Xt^ = z + P and 3/1 = s't + ^ s"'t^ + . .

.

we have

{x,x,)t-
^(^^_^y

and putting herein x = z-\-t^, y = s'tcc + ^s"'ta? + ... , we obtain

(o', ^i> ;^ = r2 + ^ + ^2*^" + ... •

CbZx Ox

There exists, therefore, a function of the form

{x, x^)tdx + C^iWi^''* + G^uf''',
J c

where Oj, C^ are suitable constants, which is infinite at the arbitrary finite

place (z), like — 1~^, and not elsewhere, which has vanishing periods at the

period-loops (^1), (^2)- This function is called the normal elementary

integral of the second kind, and will be denoted here by T^' . There exists

such a function also when (z) is at infinity, whose form can be obtained by

making, in the integral of the third kind used above, a previous transforma-

tion of the form x = (x' — z)~^. The integral can be obtained by differentia-

tion from the integral 11^,^ . For when {x) and (xi) are both in the

neighbourhood of {z), ii Xi = z+t^^, x = z + tx or Xi = z + 1^^, x = z -\-tx, the

latter when {z) is a branch place, we can put

K'!!x, = log (tx - tx,) + A + A^{tx- tx,) +...;

now let this expression be differentiated in regard to tx^, and, afterwards, put

txi = ^\ let this operation be denoted by D^ ^g,x2 '> we have then

IJX

and this is the integral denoted by F^' ; the formula 0^'
,^.^
= n^|'^^ shews

that it does not depend upon (^2)- The periods of F^' at the loops {A-^),

{A^, (J.3), (^4) are 0, 0, ^iri {yi'^^'''^)t, 27ri {v2'^'^'^^)t, where (^''''^Of denotes the

coefficient of t in the expansion of Vi^"^^ in terms of the parameter at (z),

when (x^) approaches to this place.
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6. Consider now the two integrals

It is clear that neither integral is infinite for finite positions of (x);

considering the neighbourhood of ^' = oo , the work depends npon whether

Xg is zero or not. When Xg is not zero, there are two places at infinity;

the neighbourhood of either of these is represented by a pair of equations

such as

a; = t-\ y-' = Xe'^t^l + A,t + A^t' +...),

where Vx^ has one of two signs ; by substitution we find

the terms not written involving positive integral powers of t. Thus each

integral is algebraically, but not logarithmically, infinite at infinity, in each

sheet, the first integral to the second order, and the second integral to the

first order, and it is not possible to find a linear aggregate piLy^'"- + 'p^L^''"'

which does not become infinite. When Xg = 0, and Xg = 4, we find, by substi-

tuting

X = t-", 2/-1 = ^t' [1 + i\,t' 4 ... + iXoP]"*,
that

so that the integrals are again algebraically, but not logarithmically, infinite,

to different orders, at the single place at infinity.

It can now be verified, by differentiation in regard to x and z, that

f^^r. . . sn -, -r T [^ f^F(x,z) + 2ysdxdz

j^
[{X, z) - {X, c)] dx + u,-'- i:/.« + u.-'- L,^''=jJ^

~
l{x-zy J T '

where

/(^) = Xo + Xia; + X,/»2+...+X6a;«, y'^=f{x), s^=f(z),

, y+sl „ „ [^ dx ^ „ f'"^
xdx

x-z iy ja y Jay
and

F{x,z) = t\,^\^ {x + z) + xz [2X2 + X3 (a; + z)] + xH"" [2X4 + Xg {x + z)] + 2X9 x^z\

We shall put

...«^ p f^
F{x,z) + 2ys dxdz_

^-.« JaJc 4(^-^)^ y s
'

then the form of the left side in the identity shews that iJ'^''*, as a function

of (x), is an elementary integral of the third kind with logarithmic infinities



ART. 6] connecting the integrals. 11

of coefficients 1 and - 1 respectively at {z) and (c) ; and its own form shews

that
. A-, a

3, C .T, « '

we have seen however (§ 4), that two elementary integrals of the third kind,

having the same logarithmic infinities and multipliers, differ by a linear

aggregate of integrals of the first kind; there must therefore exist an

equation

wherein the constant coefficients a^, ctn, <^h\, «22 are subject to the relation

«i2 = 0^21 J
this leads to

' J c

dz.

Now let (z) be in the neighbourhood of a particular place (zq), and express

z and s in terras of the parameter of this place, and equate coefficients of the

first power of this parameter; from Ui^'" we obtain an expression which is

the limit of - ~ when ^ = ; this we denote by /x^ (z^) ;
from u^'''" we obtain

the limit of - -^, which we denote by /iaC^o); from 11^'" we obtain r^j""; from

I

[{z,x)-{z,a)\dz we obtam the limit for ^ = of [{z , x) - {z , a)] -j- , which

is a certain rational function of (x) ; replacing now again (^o) by {z), we may

write the resulting equation

dz
fM, (z) L,-'- + fi, {z) Z,-.« + 2S2a,,, fi, {z) m/.« = r/'« - [{z, x) - {z, a)] ^

.

7. Before passing on it seems necessary to make a few introductory

remarks relative to a notation which will be found of great use in the

sequel.

A rectangular arrangement of mn elements, in m rows and n columns,

may be added to, or subtracted from, another such array or matrix, of the

same number of rows and columns, the meaning being that the {r, s)th

element of the resulting array, namely the element in the r-th row and s-th

column, is the sum, or difference, in the respective cases, of the corresponding

elements a^,g, a'r,s, of the two original arrays; and, the whole matrix being

denoted by a, and i\^ being any number, the notation Na may be used for the

matrix of m rows and n columns whose general element is Nar,g. Or the

matrix of type (m, n), that is, of m rows and n columns, with general element

ar,s, may be multiplied into another matrix of type {n, p), of general
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element hs^t, the meaning being that the result is a matrix of type (m, p)

whose general element Cr,t is given by

n

namely given by combining the ?"-th row of the first matrix, a, with the t-th

column of the second matrix, b. The result may be written c = ab; this is

by no means the same as c = ha. In a somewhat similar way, if w denote the

set of n quantities x^, ...,Xn, we may denote by ax the set of m quantities

such as

^r, 1 1^1 "1"
• • • "T Cir, n ^n j v^ ^^ -'- > • • • > ^/ 5

then, if y denote a set of m quantities yi, ...,ym, we may denote by axy the

single quantity
in

2t (a,.^ 1 iCj + . . . + ciy^ ,1 Xfi) yr,

which is the same as
m n

2/ 2/ CL^^ g Xg y,.

.

r=l « = 1

It is usual to call the matrix of type {n, m), obtained by changing the rows,

of the matrix a, into columns, the transposed matrix of a ; we shall denote it

by a ; it is manifest that axy = ayx. If z, z' each denote a set of m quantities,

Zi, ..., Zjn and Zj', .

.

. z^', we often denote by zz', or z'z, the single quantity

ZiZi + . . . + z^n^m ',
in particular if a, a be two matrices, both of type {m,n),

we may have z = ax, z = ax', where x, x each denote a set of n quantities

;

then zz' = ax . z = az'x = aa'x'x; and z'z = a'x z — a'zx' = a'axx; in the

form ax . a'x = aa'x'x = a'axx, this result occurs very often in the sequel

;

it is in accordance with the easily verified fact that the transposed of the

matrix ah is ha, obtained by reversing the order of the matrices and

transposing both ; the notation aa'x'x, meaning (aa'x) x, is not found by

experience liable to confusion with (aa') (x'x), which, if used, would mean the

matrix obtained by multiplying every element of the matrix aa' by the single

quantity x'x. Very often the matrices used are square, of type (?i, n) ; for

such, the determinant of the product ah, usually written \ab\, is equal to the

product of the individual determinants |a|, |6|; of such square matrices, the

simplest is that having every element zero save those in the diagonal, all

these being unities; this, so-called unit matrix, when multiplied into, or by,

any other matrix of the same number of rows and columns, say a, gives a as

result ; the unit matrix is, thus, often denoted simply by 1 ; and the matrix

of which every element is zero save those in the diagonal, all of which are

equal to a number iV, is denoted simply by iV. A square matrix a, of

non-vanishing determinant, has an inverse, denoted by a~\ with the

properties aa~^ = a~^a = E, where E is the unit matrix of the proper order;

in fact, if a,.,s be the {r, s)th element of a, and Ar s the minor determinant
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of the (r, s)th element of the determinant, |a|, of a, it is easy to prove that

the (r, s)th element of a~' is ^s_^-r-|a|, namely is the minor of the (s, ?-)th

element of |a|, divided by \a\.

8. Returning now to our theory, denote the periods of v/'"', L.,P^'"' at

(A,), (A,), (A,), (A,), as follows

:

It/'*

Z/'«

(A,) (A,) (A,) (A,)

277,1 - 277,-2 - 277',.! - 277',.

the normal elementary integrals of the first kind Vi^'"-, Wg^'* are necessarily

linear functions of iij^'*, 1/2*'*; let the expressions be given by

then, comparing periods at {A^), {A^ we have the four equations given by

/iri \ = /2Aii«ii + 2Ai2&)2i 2Aii&)j2 + 2Ai2tt)o.2\
,

\0 nri) V2^2i«u + 2/^22 &)2i Ih^^w-^^ -^ '^K^o)^)

which is the same as

iri fl ON = 2 /An h^^\ /&)ii ft)i2\ ,

VO 1/ U2I /«22/ V«21 &>22/

and is expressed by
iri = 2h(o.

The product of the determinants \h\, \(o\ is thus, numerically, (it/2)", and

neither of these determinants is zero.

Similarly, comparing periods at (A3), (A^), and denoting by t the

symmetrical matrix of the periods of v^'^'"', v,*'* at (^3), (^4), we have four

equations all expressed by
TTiT = 2/ia)';

and as tbe determinant of &> is not zero we may write

h = ^ Triu)~^, T = o)~^ ft)'.

The periods of F/'* at (^1), (^o) are both zero; at (^3), (^4), they are, as

has been remarked, 2iri times the values, at (z), of the integrands of Vi*'* and

•Wa*'", that is, in a notation explained above (§ 6), respectively

2 [hn/iii (z) + K^H^ (2)], 2 [Aai/ii (z) + h^fi^ (z)]
;

hence the equation, which we previously had,

fx, (z) Lf'^ + /Z2 (z) L,^'^ + 2SSa,,,/i, (z) Ur^''^ = T/.* - [(z, x) - (z, a)] £ ,

gives, by taking the periods at (Ai) and (A^+i),

- 2yLti (z) 7]u - 2fx^ (z) r]2i + 4S2a,.s/is (z) Wn =
- 2/ii (z) Tj'^i - 2/X2 (z) rj\i + 4S2a,.s/is (z) m'ri = 2 [hn/j,^ (z) + hi^fi^ (^)]

;



14 Eelations connecting [chap, i

from these, since there exists no equation A-^ix-^{z) + A^fi^i^) = ^> in which

A^, A^ are quantities independent of (z), we derive

'r)gi=2 (ttigWii + ci,2sO)2i), = 2 (agiOiii + as2032i),

since ars = cisr ',
and the four equations contained in this are capable of the

form

^Vn V^2\ = 2 /«!! ttioX /ft)n (OiA ,

V%1 ^722/ \a21 a22/ \«21 <"22/

which we write

7) = 2aco
;

from the same identities we also, similarly, derive four equations of the form

Tj'si = 2 {asiC0\i + asaw'ai) — /^is

which we write _
7]' = 2aco' — h,

where Ti is the matrix obtained from h by transposition of rows and columns.

The equations

iri = 2h(o, 7^^T = 2/ia)', rj = 2aa), t] = 2act)' — h

are sixteen relations connecting the quantities ; on elimination of the 8 + 3 + 4

quantities in the matrices r, a and A, they lead to six relations connecting the

periods w, &>', t], r/', as we proceed to shew. The equations give

and hence

which is equivalent to one equation ; also they give

]i=\ 7ria>~^ , coh = ^ rri,

and thus

rj'a — r)(b'= 2a (ft)' ft) — coc3') — hco = — ooh — — ^iri,

which is equivalent to four equations ; and they give, thence,

ft)?;' — (o'rj = — 2 '^h

and so

Tiyfj' = 2awr)' = 2a {co'rj — ^tti) = (tj' + h) t) — iria = rj'TJ,

because
hrj = 2ha>a = iria = iria,

and this equation

vv' -v'v = o,

is equivalent to one relation.

These relations can be written together, as follows : let

A = /co 0)'\

denote the matrix of four rows and columns, of which the elements are those of

the four matrices to, w , rj, t] ; if a, 6, c, d, a , h', c, d' momentarily denote any
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matrices each of two rows and columns, it is at once evident on consideration

that the product

[c d) W d'J

of two matrices each of type (4, 4), may be written as

/aa' + be, ab' + bd'^

\ca' + dc', cb' + dd' J

where aa' denotes the product of two matrices, and is a matrix of type (2, 2),

of which the elements are to be separately added each to the corresponding

element of be, to give the matrix cm' + be' of type (2, 2) ; this form is the

same as if a, b, c, d were single quantities. Now let

be the matrix of type (4, 4), of which every element is zero, save the elements

(1, 3) and (2, 4), each of which is — 1, and the elements (3, 1), (4, 2), each of

which is 1, so that, as is easily seen,

64 = — 1, €4 = €4 = €4

;

consider the product

Ae^A = f(i) co'\ fO — 1\ foj 'fj\ = f(i}' — co\ /&>

7] r) J \1 0/ \0) 7]
-I —I

xn - vJ \f^ V y

ft)' 77 — ft)»7

'

by the relations established above we thus have

Ae^A = — ^iriei
;

and this includes all the relations connecting the periods. It shews too that

the determinant of the matrix A is a, square root of (7r/2)^ and not zero.

Taking then the inverse of both sides we have

_ 2
-A-'eiA-^ = —.e^,

TTl

and hence .4.64.4 = — ^Trie^,

or

\C0 7}/ \1 y)/ \7J 7) J \7J
— ft) / V

G) (o'\ = / 7}(0 — 0)7] Tjm — (07]'

V v'/ \7j'(o — (d'7} Tj'm' — (o'tj

= - ^-rriei,

so that the relations among the periods may also be written

7)(0 = C07}, 7)C0—C07)=^7n, 7} (O = (O 7]

these are of different form from those originally obtained, but may also be

deduced directly from the equations

^Tri — hco, ^7riT = hQ)', 77 = 2aa>, 7j' = 2aco' — h.
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Let pi,p-2, qi, c[2 be any four variables; write

(Pa, Pa, Qi, Q2) = fw ri\ {p„ p.^, q^, q^),

\(o' rjf)

namely
Pl = ft)n_Pl +0)21^)2 +^11?! +V2iq2,

P2 = «12i?l +«22i>2 +^12g'l +»7-22g2,

Qi = «'n2?i + «'2ii?2 + v'uqi + ^'2ig'2,

Q2 = <»'l2i?l + &>'22i?2 + V\-Al + '?'22g2,

so that Pi, P2, Qi, Q2 are the periods of the integral

i(^iWi'^> * + ^2-^2*' "^ - qiLf' « - g2i^2''' %
respectively at {A^), {A^), {A^, {A^ ; then if P/, Pa', Q/, Q/ be the same

linear functions oi p^', p^'
,
q^'

, q^ , the equation

Ae^A = — ^Trie^

gives

AeiA(p,
,
p.2, gi, ^2) (p/, p/, g/, 52') = - h'^i^i ipi' P-^, qu q^) (pi, P2, q/, q^),

or

e^Ai'p^, p2,qi, q^) A (p^, p^, g/, g/) = - ^irie^ipi
,
p.„ q^, q^){pi, p.', qi, q^),

that is

€4 (Pi, P2, Qi, Q2) {Pi, P2', Qi, Q2) = - h'^^e^iPu P-2, qu ^2) (Pi, P2, qi, q^),

or

{-Q.,-Q., Pi, P2)(P/, P2', Q/, Q20=-ivri(-gi, -q.,Pi,p:){Vi,p.I, g/, ^2'),

or PiQi' - P/Qi + P2Q/ - P/Qs = - ^Tri ( ^ig/ - p^qi + ^^2^2' - p-^qi) ;

and conversely the relations among the periods are those which are necessary

in order that the linear substitutions

(Pi, P2, Qi, Q2) = ^ (Pi, p., qu q.\ (P/, P2', Q/, Q.') = A ip,', p,', g/, g/)

should multiply the form p^qi —p)iqi+ P2q2 — P^'q^ by - ^iri, for all values

of the variables p^, ..., q^.

Finally, in view of subsequent work, it is desirable to notice in more

detail the relations affecting &> and to' only. The relation w'w = «&)' is

equivalent with

(ft), ft)') 64 /to \ = (ft), ft)') /O — 1\ /ft) X = (ft)', — ft)) /ft) \ = ft)'ft) — caw = 0.

Uv u oJWJ w;
Let now ft)o, ft)o' denote the matrices whose elements are the conjugate

complexes of those of m and &)', and let z = (ifi, ^2) be a set of two arbitrary

quantities, and z^ the set of their conjugate complexes
;
put then

S = (Si, Ss) = 05t = (ftJll^l + 0)2lt2, &'l2^1 + ««>22^2),

so that the quantities s are the periods at (Ai), (A^) of the integral

^(^iWi^'^+^oMa'^'*),
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and let Sohe the two conjugate complexes of s^ and 5,3; further, let r = p +ia,

so that p, a are two symmetrica] matrices, each of type (2, 2), of entirely

real elements; then if Sj=pi+iqi, s^ = p.2-\-iqo, or say s=p + iq, where

Pi> P-2> (h> q^ Eire real, we have, since co' = (ot,

(ft), ft)') 64 /ft)o \ ^0^ = (<»') - (^) f^O \ ^ot = (<«'«o
"~ <"^o') ti)i = (<»T««^o ~ <»To&)„)W

= ft) (t - To) (Ootot = 2i(T60oto . wi = 2ias„s = 2ia (p — iq) {p + iq)

= 2i (o-jj — iaq) {p ± iq)

= 2i (ap^ — io-qp + iapq + aq-) = 2i (ap^ — iapq + iapq + aq") = 2ia (p- + q") ;

we know that o-p^ > 0, aq^ > for all real sets p^, p^ and q^, q^, whose elements

are not zero; hence we have

— i (ft), ft)') 64 /ft)o \ ^0^ > 0>

where t denotes a set of two arbitrary quantities not both zero ; and we have

proved also that

(ft), ft)') 64 (fi^\= 0.

w)

9. We consider now certain properties of integral functions of two

variables.

(a) If for the continuum of values of two complex variables ^1, ^o which

is expressed by the conditions

where Vi, R^, r^, R^ are real positive quantities, there exists a function

F{^i, ^2), developable about every point ^1 = a^, ^» = Uo of this continuum as

a power series in fi — Oi, ^^—^a, of presumably limited range of convergence,

the function being single-valued in the continuum, then there exists a series

of positive and negative powers

— 00 - 00

converging for, and representing the value of the function in the whole

continuum. This can be proved, in the manner of Laurent's Theorem, by

considering the repeated integral

1 f. [ F(r„ T,) ^,

(27rO"^i ^^J(T.-|.)(r.-r.)'^^"(27r*:

taken, for Ti, clockwise round the circle iTi| = ri and counterclockwise round

the circle
|
Tj

|

= Ri, and, for T2, clockwise round
|

Xg
|

=?'2 and counterclock-

wise round I t, I
= R^. As in that case we have

B.
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where, now, the integration for Ti is counterclockwise round a single circle

concentric with and lying anywhere between
|

Tj
|

= r^ and |ti|=jRi, and

similarly for Tj.

(h) If an integral function of -^i, ^2, say Q{Vx, v.,), satisfy the conditions

Q{vi+l,v^) = Q (v„ V2), Q{vuV2 + l)=Q (vi, v^),

that is, have the period unity for each argument independently of the other,

then the function can be expressed by a series

— 00-00

converging uniformly and absolutely for all finite values of v^ and Vo. For if

we put

the function

Q {Vx, V,) = Q 2^- log ^n 2^ log ^o , = F{^„ ^,), say,

is a single-valued function of |i, ^2, developable about every point for which

fi is not zero or infinite, and ^2 not zero or infinite ; we can thus apply the

preceding result (a), and obtain

where, putting Vi = x-^-^-iy^, v.2 = x^-\-iy2, the integration in regard to Vj is,

for an arbitrary constant value of y-^, in regard to x^ from x^ = to a;i= 1

;

and similarly for v^] thus we may write

A^ „ = f W{X,, X,) e-2-^(«A + «2^2) dx,dx„

and if, for arbitrarily chosen constant values of 2/1 and y^, the function

Q{vi, v.^ remains in absolute value less than a real positive quantity M, we

have

\A^ „
|<j/e2-("i2/i+"2?/2).

(c) There can exist no equality of the form

7l,= -00, ^2= - 00 »ll = — 00, «2=~'^

in which the series converge for all finite values of the variables v^, v^; or

there would exist an equation

00 00

% XG^ ^
g2«Kt;, + W2^2) =

_Q0 —00 1' 2

in which the series converges uniformly for all finite values of v-^, v^. But

multiplying this equation by e
~ ^^i Ki'i + Wot^a)^ ^nd integrating in regard to v^

from to 1, and in regard to Vo from to 1, we could then infer G^
^

,;
= 0.
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Hence for an integral function Q,{y^,v.^ with the properties

Q (wi + 1, v.^ = Q{v^, v^) = Q{v„ Vo + 1)

there can exist no pair of constants Wi, coo such that

Q (v, + wi, V.2 + &)o) = Q{vu v.),

or even a pair such that

Q(vi + &)i, V. + (0.2) = CQ (vi, v^),

where (7 is a constant ; for, taking the latter, which includes the former, this

would give

'q '^^-^nj, «2 e e — ^^^„^^ „.^
e ,

and hence e^^i{n^u,,+n,<.,) ^ g^

for all values of n^, n^.

There can however exist a pair of constants ooi, w^ leading to an equation

of the form

Q {v, + CO,, V, + CO,) = Ce^i^i+z^^^^ Q (^^, ^^),

where C, fi,, fu,^ are constants, and, indeed, simultaneously, another pair tw/, 6O2'

leading to an equation

Q (v, + <, V, + CO,') = C'ei'i^+i^^'^^ Q (y^, y^)^

where C", fii, fi,' are also constants. This will appear abundantly in the

sequel : in order to be as brief as is consistent with our immediate object we

shall proceed at once to the following proposition, leaving till subsequently

the verification that this is the most general theorem that need be con-

sidered for integral functions,

(d) Let di, di, be two positive integers, of which d, is a multiple of d,\

let <T be a symmetrical matrix of two row^s and columns such that the real

part of the quadratic form icrif is necessarily negative, and not zero, for all

real values of the elements tij, n,, of n, other than both zero ; let r be

a positive integer divisible by cZg, and therefore by di\ let <f>{w), or j>{w,, w,),

be an integral function of the variables Wi, w,, with the properties (wherein

o-jj, cTjo = tToi, cr22 are the elements of the matrix o-)

<t)lwi + j, W2J = (Wi, W2) =(f)(w,, 'w^ + jj ,

cf>{w, + crn, w;2+o-2i) = e~'^''"'^"'i"*"*''"^<^(wi, w,),

<^(Wi + o-i2, W2 + o-22.) = e-^"""(^2+i'^^2)</>(i^i, w,);

it can then be proved by induction that if Wi, m,, m/, m, be any, positive or

negative, integers,

, / "nh , , Too ,
. , \ -lirh'Ti If \

^ ( Wi + V + ^^1 o"ii + W2 0-12, w,-\--^ ^ 77?! 0-21 4- m, 0-22 1
= e 9 (Wj, ^Wo),

2—2
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where

svhile conversely this last equation includes the previous four. By employing

the notation of matrices we can put this definition-equation into a form in

which it is much more easily grasped ; denoting by d the diagonal matrix

M 0^
^ ,

,
, the two elements of d ^m + crin or

^0 doj

'd-T'^ \')n + /o-ji 0-11

dc'^l Vo-21 0-2.

are d{~^ni + a-i^m^' + a^^iiio and d.f^111.2 + or^im^ + a^^m^;

thus the function on the left side of the definition-equation may be denoted

by {lu + d^h^i + <jm') ; also

H= m'w + ^am"^ = m'w + |??i'. am' = m'{iu + ^o-??i')

;

the definition-equation is thus

<f)(w + d-bn + am') = e
- ^^i™'i'" + i"^'')

(fj
(w).

Since now (}){w) has the periods di~^, df'^ for the arguments ii\, Wo

separately, it follows, from (6) above, that we may write

k= -00

where Ay^ stands for Ak^^i^^ and hdw stands for k^i^dw)-^-^ kj^dw^, that is for

h^d-iW-i^ -{- k^d^w^, and the summation is in regard to the integers k-^, k.2, each

from — 00 to +00 independently of the other. When we put for w the

values w + d~hn + am', the expression kdw becomes kdw + km + kdam , so

that, since hn = k^m^ + k^m^ is an integer, the defining equation gives

a~2Trirm' (iv + ^am') 5> a ^irikdio _ V /j
p^irikda-m 2irikdiv .

k k

now denote dw by x, so that x-i = d{Wi and X2=d2Wz\ further let

Ji = k — rd~bn,

so that h is a set of two integers, rd~^ being a diagonal matrix of two integers

rdi~^, rdf^; then the whole exponent of the general term on the left is

— Triram'^ + 27rikx — 27rird~'hn'x, = — iriram'^ + lirilix,

and the equation is

e
- ''"'''"'" % Ake^'^'^''^ = t ^;fce2«fc . dam' ^2nikx^

n k

where, on the left, the k in the suffix of Aj^ stands for h + rd~hn'. To
every integer pair k corresponds, by h = k — rd^bn, a definite integer pair h,

and conversely ; we may thus on the right replace k hy h throughout ; then

comparing coefficients of e
'^ on the two sides, we have

A A „wirffm'" + 2Trih . dam'

.

-^h+rd-hn' — -^h^ ;
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as It . dam = dam'Jt = adJim — avi . dJi,

this is the same as

A
'• h + rd~hu'-^h + rd-hu' - ^h^ > (0

/ , 1 Y iri
where H- = irira-

(
m +-dh\ -a {dlif,

and this holds for arbitrary integer pairs h and m. Now any pair of integers

(??i, Uo) can be uniquely written in the iorm. {h-^-\- rd{~^nii,]u-{- rd^^m2)hy

choosing the integers irii, m^ suitably, with the condition 5 /ij < ?tZi~^,

0"^ hoK rdf'^; the terms of the doubly infinite series 2 A^e^'^"^'^^" can then
11= -oc

be arranged in a finite number of sets according to the appropriate values of

hi and h.^ ; namely, we have

00

5" A Jiirindw _ 5? ^ /j 2ivi{h+ rd~hn'). dio .

— 00 h m'

and

{h + 7'd~^m') . dw = d{h + rd~^ m') 'W = r(m +-dh] w= rw im +- dh
j

;

thus, from (i), above,

V /< ^windio _y^ A p-— <^{dhf v iirinc (m' + -dh]+wir(X ivi' + -dh\
.

— 00 h m' = — 00

we introduce now the notation

V ' '9'/ A=-ao

where v, =(vi, '^2)) denotes two independent variables, r is a symmetrical

matrix of type (2, 2), ^ is a row of any two constants, as is also q , and X
stands for two integers, each of which independently of the other takes all

integer values from — go to + 00 ; it will be proved that if, when x^, x^ are any

two real quantities, the quadratic irx^ has its real pai't essentially negative

and not zero, this expression represents an integral function of Vi, v.2, and is

uniformly and absolutely converging ; in terms of such functions, the integral

function ^ (tv) is now shewn to be expressible in the form

V'^dh^
cl)(w) = %Bjt®(rw, ra,

where hi, h.^ are limited only by 0^ hi<rdi~^, Q'^h^Krd^'^, so that the

number of terms on the right is r^d^^d^^, the unknown constant Bjj, replacing

Aj^e r ' > .

(e) As our defining equation was hypothetical it is necessary to shew

that the expression (B) ( v, r
; )

represents a function. Consider first the
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case when q and q' consist of zeros, namely the expression

00 00

M,= — 00 M2=— 00

wherein Vi, v^ are the variables, and Th, T12, T22 are any constants subject to

the condition that if r,., g = Pr, s + '^<^r, s the quadratic form

O-ii^i^ + 2o-i2WiW2 + 0'22n2^

is necessarily positive and greater than zero for all real values of n^, n.2 other

than the single pair ni = 0, ??o = 0. Writing Kr, s for 7rcr,._s and ar+ibr for

Sttv,., the modulus of the general term of the series is e~^^, where

H =(f) + '\lr, ^ = 61^1 + 62*^2. 'yfr = Kiini^+2Ki.2ni'n2+K^n2-;

now let fjb be any real fixed positive quantity greater than unity; we have

^ , H „ /^ H\-'^

the series of moduli of the terms of @ (v, t) will therefore converge if the

series whose general term is (1 + iT///.)"'^ converges ; but when one or both of

rii, n^ is large, H has the sign of >//, and is positive, and the ratio f 1 + — )
'• "^

approaches to the constant limit /x~^ ; the series of moduli will therefore

converge if the series whose general term is i/r-'^, or

(Kntii^ + 2/C12W1W2 + K<i^ni)-t^,

converges, which is known to be the case when yu, > 1. The series for © (y, t)

thus converges absolutely for any finite values of Vj and v^, and, -v/r being

independent of Vi and V2, it converges uniformly over any finite range of

values of these variables. It is thus capable of being replaced by a power

series in these, converging for all finite values, and represents an integral

function.

This function has certain properties which are fundamental, following at

once from the form of it. Denoting it by @ {v), or 0(Vi, v.^, we have

(a) @ (Vj + 1, V2) = ®{v^,Vo+l) = % (vi, V2),

as is evident because the addition of '^irin-^ or 2771^2 to the exponent of any

term does not alter the value of that term.

(/3)
(H) {v, + Tn, V, + T2,) = e-2'^iK + i-n) @ (y^, ^^)

;

for if E {x) denote e^'^^'^ the left side is

't^E (vn + ^TW^ + TnWi + T12W2),

n

while the single term here written is

E [Vi (^1 + 1 ) + v,n., + 1 Tu (n, + 1 )2 + T12 (tii + 1 ) W2 + i r^n^^] E{-v,-^ t„),

of which the second factor is independent of /ij, n^, and the fi.rst is the general
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term of @ (v), with the unessential change of v^ into Wj + 1. The result is

then obvious. We similarly have

(7) From (a) and (/S) we at once deduce by induction that if wij, m.^,

m/, m^ be any integers

@ (Vi + mi + Wi/Tn + m.,'Tia, V2 + m2+ m/Tai + m/Tao) = e^@ (Vi, Va),

where \ = — 27ri [Viw/ + Vomg' + ^Tii?^/^ + Ti^niim^' + iTgam./"].

This result we write in the form

®(v + m + rm) = e
" 2'^'"'' (^ + i™') @ (^).

(S) More generally, if

q, = (f?i , ^2), q, = (gi', ^2'). P> = {Pi> P2)> P\ = (l>/= K).

be any four couples of constants, and qq denote q^q^' + q^q^', etc., we have

@{v + q + rq) = e-27rf2'(^ + iT3')-2,rigg' ^L.1\

and ®(v + q + rq' ;
^') = e

" 2'^^^' ('^ + ^^2') - 27rtgg' - 2,r.i,5' @L. P' + ^'^
,

of which the former is included in the latter.

To verify this, compare the general exponent on the left with the general

exponent on the right ; we require, dividing by the factor 27ri,

(v +q + Tq') (n + p') + |t (n +p'y + p{n+ p')

= -q{v-\- ^-rq') - qq-pq+ v (n +p' + q') + ^r {n +p'+ g'')^+ {p + q) {n +Jj'+ c[),

and this is at once seen to be an identity.

(e) Since the alteration of the summation numbers Ui, n<, respectively

into ??i + nil, n^ + m^, where mj' and mg' are definite integers, does not affect

the sum, we clearly have, if mi, m^ be also integers,

\ p -\- Ttl J n

= E (mp') tE [v {k + p) + ir (A; + p') +p{k + p')],

= e^'Timi)' @ L . P'\
^

p

and the second formula of (8) gives
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In particular

@ (^.+ T,„^. + T,,; ^^')=e-2-(-3+4-.)-2.^i..@(^^. i^y

(^) In case the couplets 2g, = (2gi, 2^.), 2g', = (2g/, 2(^o') consist of

integers, we have

@ (- v„ - V, ,^') = tE[-v {n + q') + ^r (w + g')' + ? (^^^ + ?')]>

\ q I n

and, by writing, as a new summation letter, m — —n — 2q', or iiii = —Ui — 2qi,

m.2 = — n^ — 2qo', this becomes

e(-v;'^) = %E[v{m + q') + ^r (m + qj +q(m + q')] E [- 2q (m + q')],

\ q / n

= e-47rzW(H)^;^'];
V q y

thus the function @ [w ;
^

j, when q, q each consists of half integers, is either

even or odd, being even when ^qq is an even integer, and odd when 4tqq is

an odd integer. Putting Iq = x, 2q' = x, and noting that the addition of

integers to the numbers q, q only multiplies the function by a constant, as in

the first formula of (e), we see that the number of even functions obtainable

by taking q, q' to be half integers is effectively the number of solutions of

iCiXi + X2X.2=- an even integer in which each of Xi, x^, x-[, x^ is zero or unity,

and is thus easily found to be 10 ; similarly the number of odd functions is

found by solving x^ x-[ + x^ x^' = odd integer, and is effectively 6. It can be

shewn without difficulty that @ (v; -^

j
can only be an odd or even function

when 2q and 2q' consist of integers.

(i) For many purposes it is convenient to modify the notation as follows.

Let a be any symmetrical matrix of type (2, 2) ; let h be any matrix of type

(2, 2), of not vanishing determinant ; let t, as heretofore, be a symmetrical

matrix of type (2, 2) such that the quadratic form irn^ has its real part

essentially negative when n^, n.^ are not both zero; let q, q be any two

couples of constants; and let u^, u^ be the variables. The series

V qJ n

where H = au^ + 2ku (n + q) + ittt {n + qf + ^iriq (n + q),
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becomes, by putting

or, say, iriv = Im,

simply ^ U ;
^

j
= e«'*' (i; ;

^
j

,

and so differs essentially from @ fv; M only in the multiplication by an

exponential of a quadratic function of v^ and v^. Now let eo, &)', 77, 77' be

matrices such that, as before (p. 14),

7ri = 2A(o, TTiT = '2h(o' , tj = 2aa), 77' = 2aa}' — h
;

and, when p, = (jh, p>)> P> = (Pi> p/X ^^^ ^^J ^^^^ couples of constants, write

rip = 2cop + 2q)'p', Hp = 27)p 4- 2rj'p',

so that rip, Hp each consists of two quantities, and we have

Hp = 4!aci)p + ^cm'p — 2Jip = 2aD.p — 2hp', hrip = '7ri(p + rp),

and also

a(u+ flpY - cm'' = 2auCl.p + afl/ = 2^0/6 + all/ = 2ailp (u + iH^)

= {Hp + 2Tip) {u + ifl^) = Hp (u + ^rip) + 2hp'u + hp'D.p

= Hp (u + ^O.p) + 2hup' + hUpp

= Hp (u + iHp) + 2'7rivp' + iri (p + Tp')p'

= Hp (u + ^np) + Tripp' + 2'Trip' (v + ^rp)
;

put Xp (u) to denote the expression

Xp (u) = Hp (u + ^Hp) — Tripp
;

then by (8) above we have

where

H=\q (u) + 2Triqq + 2TTiq' {v + irg') - 2TTiq' {v + ^rq) - 2Tric[ (p + q)

= Xq (w) — 2Tripq'

;

when m, m consist of integers we have, as before,

\ ' p. + mj \ pJ

from this ^ (u + a, ; ^') = e^- («) + ^^^ {»¥ - ^n'p) ^ (^u ;
^')

;

in particular when p, p' both consist of zeros,
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and, if m, m consist of integers,

thus we have, for r = 1, 2,

^ u^i + 2coi, ,., u^ + 2ft).2, r\ ]=e^^^ iu\ ^
j

,

^ iui + 2ft)'i, ,., I*. + 2ft)'2, r] \ = e^r'^iii; ^
]

,

where ^,. = 2?;i^ ,. (Mj + eoj, ,.) + 2?;2, ,• (2*2 + '»2, >•) + 27rip/,

Z",. = 2'J7'i^ ^ (til + w'l , r) + 2?7'2, ,. (^2 + wV »•) — ^"rripr.

In subsequent applications of theta functions to the Riemann surface we

shall suppose the matrices a and h {and r) to be those arising in connexion with

the algebraic integrals (p. 13).

10. We return now to the Riemann surface, and consider upon it the

function of (a;) expressed by

©(?;/' '"-gj, Vg--^-' '« - ^2),

where gj, e^ are arbitrary constants, and Vi^'^", v^''"^ are the normal integrals

of the first kind, integrated from an arbitrary place (m) to the variable place

ix). If we dissect the surface by the cuts (^1), (A2), (^3), (^4), so rendering

the integrals single-valued, the function is a single-valued function of the

position of (a;), which never becomes infinite ; it has the same value at any

point on one side of the cut {A-^ as at the opposite point of the cut, for we

have % (Vi -f 1, v^ = % {v^, v^) ; and the same is true of the cut (A2) ; but the

value of the function at any point on the left side of the cut (^3) is obtained

from its value at the opposite point on the right side by multiplication

with the factor

where Vi^'
"* denotes the value of the integral at that point on the right side,

so that Vi'^'
"* — ei + -^Tu is the mean of the values, v^^' "^ — e^ and v-^^' '^ — ei -I- Tu,

taken by Vi^'
"* —

^i at the right and left sides of (^3) ; a similar statement

holds for (^44). The function © (w'^'- "* — e) is an integral function oi vf''^,

v^' "*, and therefore analytical on the Riemann surface, capable, that is, of

representation about any place of the surface by a series of integral powers of

the parameter for that place, there being no negative powers ; hence, the

number of places {x) where the function vanishes to the first order, if any, or

the sum of the orders with which it vanishes, is given by taking the integral

1 ^dM

round the closed curves {A-^A-^A^--^ A.f-'^), {A»,AiAi-^Af^). Of the former

contour the two sides of (^j) give no contribution ; the two sides of {A^) give
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taken once along the positive or left side of (A^), from the left to the

right side of (A^) ; this is equal to + 1. Similarly the contribution from

(A^AiAs'^Af^) is also + 1. There are thus two places (x) where © (v'^'' ^ — e)

vanishes to the first order, or one place where it vanishes to the second

order.

An analytic function of two independent variables has manifestly, as

values of the variables for which it vanishes, not a set of discrete values, but

vanishes for an arbitrary value of one of its variables when the other is suit-

ably chosen to correspond ; this at least is true, for a function which vanishes

at all, for a suitable range of variation of the one variable which is taken

arbitrarily. Thus, when the two variables are both replaced by functions of

a sinsfle third variable, whose elimination establishes a relation between the

two original variables, it may happen that the function vanishes identically

for all values of the single third variable. The previous investigation might

therefore fail for particular values of ei, 62] but it does not fail for all values

of these, in particular not for e^ =0, e.2 = ; for then the function reduces to

@ (v""' "*), which even when (x) = (m) and r^ = i, t-^^ = 0, t^ = i, does not vanish,

being equal to /'Se-"'*''V2e-'^«^'y

Let then (mj), (m.,) denote the positions of (x) for which @ (i)«. »«) is zero;

we proceed to shew that, if (x-^), (w^) denote the zeros of @ (v^' ''* — e), we have

where M^, M^,, M^, M^ are certain integers; and, as, by the addition of

periods to the arguments of the function @, the function is reproduced

multiplied by a non-vanishing factor, it is sufficient to write these equations

as congruences

To prove this result we use two properties of rational functions. Firstly,

a function which is single-valued on the undissected Riemann surface, and is

capable of expression about every point as a series of integral powers of the

parameter for the neighbourhood of this point, there being only a finite

number of negative powers of the parameter, if any—so that, as can be shewn

to be a consequence of this, there is only a finite number of points for which

negative powers enter at all—is necessarily capable of representation as a

rational function of x and y. For if R^, R^ be the two values of the function

for the conjugate places {x, y), (x, —y), the functions R^ + R2 and y (R^ —R^
are at once seen to be rational functions of x only. Secondly, it is not

possible to construct a rational function R with poles of the first order at two

arbitrary places {x^, y^), {x^, y^, unless these be conjugate places having

iCi = X2 and yi = —
y.2, in which case {x — x^Y^ is such a function. For
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otherwise R + AiV^'^'^ + A^jVl.'^"', wherein A-^^ and A^ are suitably chosen

constants, could be taken to be a function without infinities, single-valued

and analytical on the surface, save for the periods (cf. p. 9)

27ri [A, (v/O^i + ^2 (Vi^'OJ' 27ri [A, (i;/.)«i + ^2 (^2^^)*,]

at the period-loops (^3), (^4) ; this function would then be a constant (p. 7, (1)),

and both these periods zero, so that y{~'^\y^'^ = ^iVi"^Ix^y-r^, or a\ = x.^. Take

then («i), (^2) different from one another and consider the function of {x)

/^a, m _ yXi, nil — qjx^, m^X / TT"''' "
J- TT^'

^ ^—^^ -—-. r
' e~ V «!, "4i + *-2, )%/

;

this function is analytical and single-valued on the dissected surface, its

values at the two sides of the loop (4i) being the same, as they are also

at the two sides of {A^y, its value at the left side of (^4 3) is obtained by

multiplying its value at the right side by gSTriff,^ where

which is zero ; similarly at the loop (^4). The function is thus single-valued

on the undissected surface. Next, at (mi) the function @ (w*- "') vanishes to the

first order, and e~'^^x, mi also vanishes to the first order ; the ©-function in

the numerator has no infinities ; the function e~^^a;„ m, becomes infinite to

the first order at (x^). On the whole then the function is a single-valued

analytic function on the undissected surface, with at most two poles, at (xi)

and (x.2), and with zeros where @ (y*'. '»— v^'i.»»i _ •vx^.m^'^ vanishes. For general

positions of (xj) and (x.,) no such function exists, as we have proved. Thus

the function is in fact a constant, and the function (t;*. »* - w^^i. '»i — v^a- '"2)

vanishes to the first order at (x^) and (^2)- Therefore, if ei, 63 be two

constants, such that the function @ (v^' "* — e) does not vanish identically, and

(zi), {Z2) be the zeros of this function, the ratio

^ = @ (-ya;. m — -y^i,m _ ^^2, '»2)/@ (^;*-> m _ g")

is a single-valued analytic function on the dissected Riemann surface, with

neither zeros nor poles ; it has the same value at opposite points of the loop

(Ai), and of the loop (Ao) ; its values at the left sides of the loops (^3), (^44)

are obtained from those at the right sides by multiplication by the respective

constants e'^"'^-Bi^ QimB^^ where

5i = Vi^i' »*' + Vi^'^'
"*2 — 61 , ^2 = ^2^" '"' + Vo^'" '"2 — 60

;

the function log ^ is thus single-valued on the dissected surface ; let its

values at the left sides of the loops (A^), (A.^), (A-j), (A^) exceed its values

at the right sides respectively by
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where M^, M^, M^, M., are integers ; then the function

log (j> - liri (ifi'vi^'^" + MoV,f''"')

will also be single-valued on the dissected surface, and analytic, and finite,

and its values on the two sides of the loops (^i), (A.,) will be the same. We
have seen that such a function is a constant (p. 7, (1)). Thus the increments

of this function for the loops (J. 3) and (^4) are zero ; these are

27^^ (B, - M,- M.Wn - M.^r,,), 27ri (B, - M,

-

M,'t,, - M^'r^),

and that these vanish is the proposition we set out to prove.

It thus appears also that, arbitrary values of gj, 62 being given, places

(^1), (^2), and integers M^, M^, M^', M^ are determinable uniquely, so that,

on the dissected surface

there being exception only for a connected sequence of values of ei and e^

of one dimension, those namely for which @ (v'^>'>^ — e) vanishes for all positions

of (oc) ; these values will be expressed below in terms of one arbitrary

parameter. For such exceptional values the equations are still soluble in

fact, but by an infinite number of sets of positions of (z^) and (z^).

Incidentally we see that if we consider the pairs of values of the two

expressions

for all independent pairs of positions of (oci) and (x^) on the dissected surface,

not only does the pair (ui, tu) not occur twice, but two pairs do not arise

satisfying equations

< - u, = Mi + M,Wu + M:Ty2, U2 - tk = M2 + M^'toi + M^Too,

wherein M-^, M^, il//, M.2 are integers. This can also be proved independently

by noticing that if these equations were possible, and {x-^), {x^) the positions

of (i^i), {x^ corresponding to the values w/, u^, the function

would be an analytic function on the surface, single-valued on the surface

dissected by the cuts (As), (A^) where it would have the respective factors

exp [27ri (v,''^''''^ + v,''^''''^ - M^'t^ - M^t.o)],

exp [27ri (V2="''>=^i + Va*^''*'^ - ifiVai - M^'r^)],

that is

exp [27ri (m/ - Ml - ifiVii - M^'t^^)] , exp [27ri (w/ - U2 - M^r^i

-

M^t^^]
,

which are both unity ; the function would thus be a rational function with

two poles of the first order, at (x^), (xq), which we have proved to be impossible

unless (xj), {X2) are conjugate places on the surface, a hypothesis at once seen
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to lead to u^ = constant, u^ = constant. The result may be interpreted by

putting

and speaking of t-^, L, to, t^ as the coordinates of a point in a real space of four

dimensions. Whatever ti, t^, U, t^ may be we can determine real quantities

fii, /ia, /*/, /ia' so that

for we have proved that if Trs = prs + '^<^rs the determinant |o"| is not zero, and

the equating of the real and imaginary parts in these equations determines

/ii. /i2, /^i> IJ'2 uniquely; speaking of two sets /ul^, /Xg, /*/, /Xg' and (/Xi), (/ig),

(fii), {/JL2) as congruent when each of the differences (fii)
—

/jl^, (/ig) ~ /^2.

(yit/) — fii, (/jLo) — fi2 is an integer, we have proved that if we put

and allow {x^, {x^, independently of one another, to take all positions on the

dissected Riemann surface, every set y^i, jx^, fii, /x^' or else a set congruent

thereto, but never both, arises, just once. In order not too far to interrupt

the prosecution of our immediate purpose we defer the proof of the theorem

which is suggested, that in fact the sets arising form a continuum of non-

congruent values of four dimensions.

We may similarly consider the aggregate of values for /ij, fi^, /"-/, fJ'2

obtained by putting

and allowing (x) to describe the whole dissected Riemann surface. As before,

equations
^x,', X, = ilfJ + i//T-n + ifaVis, v./- ^' = il/2 + M^r^i + M2V22

,

in which M^, M^, M^', M^ are integers, are impossible, leading as they would

to the existence of a rational function

exp [^^;^''^._ - 27ri (MiV>« + MoV^"'')]

of only one pole and one zero ; but it is not now the case that all values of

f^i, H'2, /*/, (^2 arise.

Returning to the vanishing of the theta function, we have shewn that

if (mi), (mg) be the zeros of ©(v^'"*), the function @ (v^^''^'- - v''"'^' — tf^'""^-')

vanishes at (xj) and (X2) ; thus if (m') be any other position, and (m/), (mo')

the zeros of @ (v^''^'), the function expressed by the quotient

@ {q}X, in _ qjXi, nil _ ^a'2, »«2)/@ (^a% m' — -y-^'i. in/ _ y-C2,m./\

is analytical and single-valued on the dissected Riemann surface, but with no

zeros or poles, having factors at the loops (^3), (^4) respectively

exp [27ri (vi""'' "" + v^'"^'' '"'^ - v^''''' "^)] , exp [^iri (v/'''' '"' + ^'2"*-' '"- - ^2'"''
"01

!
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it follows therefore, as in the argument above, that the quotient is a constant

multiple of a function of the form

exp [27rt (ilfiV''' + J/a'^a^'O],

where M^, M^' are integers, and that we have equations

wherein M^, M^ are also integers; and therefore, that a rational function

exists capable of the form e^ where

T= TV'''" + n'"'"' + n"-'"' ,
- 27rt (ilfiV'" + il/2V'''),

having poles at (wj), {1712) and (m'), and zeros at (m/), (m^) and (m). Now a

rational function can easily be seen to be determined save for a multiplying

constant when its Q poles and all but two of its zeros are given—being

capable of the form
(x, 1)q + y (^, 1)q-3

(X — Xi) . . . {X — Xq)
'

wherein (x, 1)q, (x, 1)q_3 denote polynomials of orders respectively Q and Q — S

in X, the Q + 1 + Q — 2 = 2Q—1 homogeneously entering coefficients of the

numerator having their ratios determined by the vanishing of the numerator

at the Q places {x^, —yr) conjugate to the prescribed poles (x^, yr), as well as

at the Q — 2 assigned zeros ; thus if (m), (mj), (wg) be determined, for an

arbitrary position of {m), and (m') be arbitrarily assigned, then (m/), (mg') can

be determined as the remaining zeros of the easily constructed rational

function which has {m^, (wig), {m!) as poles and (w) as one zero.

We now shew that one possibility for the set (w), (wi), {m^) consists of

three branch places, which may in fact be any three, provided the dissecting

cuts be taken appropriately. For this, let the branch places in any order

be named Cj, a^, Cg, ciz, c, a, these symbols being also used occasionally for the

values of x for which the fundamental sextic vanishes, with the proviso that

if one of the branch places be at infinity it be named a ; suppose there are

cross lines of the sheets between Cj and a^, between Ca and aa, and between

c and a ; let the loops along which the surface is cut in order to give the cuts
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{A^, {A^ be such that when projected upon the plane of x they enclose

respectively the pair of points Cj, ttj and the pair of points c.>, a^, these cuts

being in the upper sheet ; in a similar sense let (A^) enclose ag and c, and

(Aj) enclose a^, c^, a^ and c, and also the loops (A^) and (J. 4) ; we can then

prove that

© (v«i, «) = 0, (-v^-^' «) = 0.

For this we prove that, if 0, cf) denote any two of the branch places,

and the integral be taken on the dissected surface,

v,'''l> = 1 (i/i + M/tu + M,'r,,), <* = 1 (M, + M,'t,, + ilf/r,,),

wherein M^, M^, My, if/ are integers determinable at sight from the diagram,

by the following rule : If this diagram, and a path on the surface from <^ to 6,

be projected on to the plane of x below, and if this path cut the projection of

any period-loop, jx times from the right side to the left side, where fi is

positive, or — /i times from the left side to the right side, where jjl is negative,

then we are to take, as the corresponding contribution to the suras on the

right sides of these equations, ^ times the half period associated with that

loop. For instance, to explain first the rule, suppose we consider w/i'"' : in

going from tti to Ci we cross from the right to the left side of (J.j) ; we are

thus to reckon -1^ towards \My for v/""' and zero towards lilfo for v^^^'"". To

prove the rule, notice that we can go from
(f)

to 6 on the dissected surface

entirely in the lower sheet ; consider the path lying above this in the upper

sheet ; it will be broken at various points by the necessity of a detour to

reach the other side of a cut ; suppose these detours give on the whole

respectively, J/j times the period associated with (Aj), M^ times that associated

with (^2). -^i' times that associated with {A^ and M^ times that associated

with (^4); then since y has opposite signs, and therefore c^v/'" opposite signs

in the two sheets, we have

Vy^' 4> = -v,^'<^ + My + ilf/rn + ilf/Ti2

,

^/.* = _ <.<^ + M, + M^T,, + M^T,,,

where the integrals on the right are evaluated on the lower sheet, and those

on the left on the upper sheet of the surface ; these are the equations stated.

It is convenient to denote these equations, for the present, by putting

Ui Mj
then in particular we find

V- 1 - 1

J
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giving pp\ = p^2h + ViP-2' = odd
; qq, = q^q{ + (/./y/, = odd

;

now we have previously shewn (pp. 23, 24) that

8 (v + I II5) = e
- '^"^' (^ + ^"'?') - ^""^2' L

; J^'j ^

and that, if qq' = q\q\ + q^q^ be odd, the function © on the right of this

equation is an odd function, and therefoie vanislies for t; = ; thus when qq is

odd, we have %{^nq) = 0. This shews that @ (^;«'>«) = 0, and @(i;«2'«) = 0,

and therefore that the zeros of the function 0(w*^''*) are (a') = ai, {x) = az.

Hence, by what has preceded, the function

(m) {ifjX,a yXi,ai yX3,a2\

vanishes for (x) = (cCi) and (x) = (x^).

It follows thence, by putting (x^) for (x), and then (x) for (^3), that the

function
(H) (^ytti, a _ yX, 02)

vanishes for all positions of (x). As the function

or say @ (v + 0,,^), where nii, m.^, m^, m^ are integers, has the same zeros as

© (w), and we have proved that

2^1*^"" = mi + to/tii + mgVia, 2y2"2'" = mg + miVji + moVaa,

or say y«i.« = 'y«.«i + O^,, and as ?;"'"i — yar.az is the same as -ys-a'-f ^«2.«i^ it follows

that ©(?;^'«4-^;»i'«2) vanishes identically in regard to {x). In other words

© {u) vanishes when %, u^ are replaced by functions of the same independent

variable of the form

for all positions of {x).

We prove conversely that every pair of values of Mi, u.^ for which %{u)

vanishes can be put into this form, save for the addition of integral multiples

of the periods. Suppose © (m) = 0; suppose also, if possible, that ©('V*>^ + w)

vanishes for every position of {x) and {z). Consider ©(?;* ^ + w^" '^i + m) ; for

{oc) = {z) this reduces to ©('y*»^i + M), which vanishes by hypothesis; for

{pc) = {z^ it reduces to ©(w^1'^ + m) which also vanishes; and as -y^'i' ^^i = v^" ?i

,

where (^1), (^1) are the places respectively conjugate to {x^, {z^—for the

change in the sign of y involves a change in the sign of dv^ and dv.—the

function ©(v^'^^ + v^"^' + w) reduces for («) = (^i) to ©(?;^l'^+^i), which again

vanishes, by hypothesis. The function © (-y^' ^ + w^'i' ^1 + it), regarded as

depending on (x), has thus three zeros, and therefore, by what was shewn

(p. 26), vanishes identically. Next consider © (v^'^ + '?;•*" ^1 + ?;^'2' ^2 + tt), as a

B. 3
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function of {x) ; it has, with others, the three zeros {£), {z^^ {z^, and therefore

also vanishes identically. So more generally the function

for ??2. = 1, 2, 3,..., vanishes identically; from this, by supposing (a;,„) taken

in the infinitely near neighbourhood of (^,^), we infer that the first partial

derivatives, 'b% {w)\'bw-^, dS(w)/dw2, vanish identically for

w = v^' ^ + ?;''^'>' ^' + . . . + w*'"'-!'
^'"-1 + M

;

a similar inference is possible as to the second partial derivatives, for the

values

of the arguments, by supposing, in the first partial derivatives, avt-i to

approach to z^--^ \ and so on. On the whole then, from the hypotheses made,

that @ (w) = and that @ {v^'^ -{-u) = for all positions of {x) and {z), would

follow that © (u) and all its partial derivatives of every order, were zero.

Hence we deduce that if @(m) = there are positions of {z) for which

(H) (^'fjx,z _|_ ^^^^ regarded as a function of {x), has only two zeros ; of these zeros,

one is manifestly {z), and if {t) be the other, we can write, save for multiples

of the periods,

and therefore u = v"" * — v*' """,

{t) being, as we see, perfectly definite. This is the result enunciated above

;

if {x) be the position conjugate to {t) we have, save for periods,

,^ -- ytti, a ^ qjX, 02 — yX, a _j_ ytti, «2
_

With the dissection of p. 31, we have

Vi^" "^ = - iru + iTi2 ,
<!' «. = 1 (1 - T21 + T22)

;

if then we write

\\J Ui xj vol/

the result is that @ [w; j vanishes if, and only if, u be of the form v^'' ":

11. Recall now that we have (p. 25)

^ (i() = e««- (H) (v)^

and hence

^(u- u")l ^ (w(«' - ti")
~ ^ ^{v- v")l ^ (v«" - ?;")

'

where H = a {11 - u'f — a(u — u'y — a (?t<"' — it')- + a (li*"* — it")"

=^ - 2a {ti' - u") {11 - u('))
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also (p. 11),

RT +<'1 -nt'l -n^M =-2 s 2 a,,,V''^(w/.''^' + i*/-'^0
Al.Ml X.i,l>-2 AljMl ^2, fiz ^^ ^_^

if, in particular,

then we have

Recall also the equation (p. 10)

which gives

•T,,^, a,-2, |ll2 X,IJ. X,IJ. ^

These notations being made clear, consider the function

@ /^a?, a _ yfii, »i _ ^fi2, «2)
'

'

wherein a, a^, a^ are branch places, as before, but (oci), {x.^, {jjl^, {ijl^, (/i), are

arbitrary places. This function is analytical and single-valued on the dissected

surface ; it has, on account of the theta quotient, zeros of the first order at

(wj), (iCa), and poles of the first order at (fii), (fi^) ',
but, on account of the

exponential it has poles of the first order at (.^i), (x^) and zeros of the first

order at (/n^), (/Xo); at the two sides of each of the period-loops (Ai), (A^) its

values agree, but at (As), (A^) it has factors e'^^^^^^
^-imH,^ where

is zero, as also, similarly, is H^. The function is thus equal to the constant

value taken by it for {x) = (yu-). Thus, putting

we have IT +n = log ^^t tk T^r
—

-„ tk-

From this, by the lemmas just preceding, we obtain

-r.x,iL ^x,iJ. _ , ^(^-^''^-i/)
l
^{ui'''^-u')

x„,i.i x„ ^2
~ ^S <^ ^^^x, a _ ^"^ / '^ (i^

^, a _ u"^
'

We have proved (p. 29) that we may regard the arguments (wi', U2), and

the arguments (m/', u^"), as the independent variables, the places (^1), (^2) and

(/^i)) (f^^) being functions of these ; hence, from the equation

^(W^'^-I^ )/ ^(it'^'*— M )
^'>^ x,H- "• ' ' ^

3—2
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Avhich is another form of that last obtained, we obtain, by differentiating

in regard to uj, for r = 1, 2,

therein we employ the notations expressed by

so that, from (p. 26) ^ {u + Il,«,) = exp {H,n {u + in,„) - irimm'] ^ (it), we

have

^,. (it + n,„) - ^,. (m) = (^m)r = 27;n wij + 2?7,.o wij + 27;Vi Wi' + 2»;',.2 m/,

and ^.),s (ti + n,«) = gJ,-s (w).

Now, by means of

dui = 1

, ait2 = 1-
——-"

,

2/i 2/2 2/i 2/2

the partial derivatives dxj/dur, dx^jduj can be expressed ; when this has

been done, let (^^i), {x^ be replaced by their conjugate places, by changing

{xi, ?/i) into {xi, — 2/i) and {xo, y^) into (x.2, — 2/2) '> thereby ii,.' = Ur^'^'
"-' + it/'^'^^ is

changed to

— Ur + 2oo,.i ??ii + 2ei),.2 m.2 + 2ft) ',.1 m/ + 20)^2 W>

where 7i4i, ^Jio, w/, ^'^2' are certain integers ; as ^,. (it + n,„,) —
f,.

(?t) depends on

these integers and not on it, the left side of the equation at the top of this

page becomes
- ?,. {u^' « + It') + ^,. {ui^' « + It')

;

thence the equation is found to have the form

X/''^ + X/"'^ + i/-'^ + ^r (^t'-'''' + ^t') - \fr {X, X„ X,)

= L/"'^ + V-'^ + ^r (W'^'" + 11) - ifr i/J', X\, X,),

where the two functions /,. (ii;, x^, x^) are those given by

/ /
, ,

\ 1/ (a; Xi — X2) 3/1 (^1 X — X2) 1/0 (^2 "~ X — x^)
/i \^> *'i J *2/ ~/„ ^\/„. ™\' /oi;, ^\ /^ ~\ +

n / , \_ y 2/1 2/2 .

/2 v''^) *'i » ^2} — 7773 w V /' w 7^ ? w \

'

iu/ "^l/ I"' *^2/ \ 1
^~ ^/ v^l 2/ \^2 ^/ \^2 ^~ Xt)

the left side of the equation is thus symmetrical in (x), {x^}, (x.,), and the

right side is obtained from the left by putting (fju) for (x). It follows that

the left side is independent of (x), (x^), (x^), and we have therefore

i,.^" «> + L/'-^' «2 + ^,.
(«*•' « + it'-^-i. «. + u^^' «0 = (7,. + |-/,. (a;, a;i , x^) - L,?"' '^

,

where G.,. is independent of {x), {x^, {x.^. In this equation allow {x) to

approach indefinitely near to the branch place a, which we now suppose to be
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at infinity ; the limit of the left side is perfectly definite ; so therefore is that

of the right side ; the right side may be regarded as the sum of two parts

;

for r = 1 these parts are

A —,n\\. y ^^ — Xy — Xo ) T x,iJ. 7? = 1 2/i (^1 — X — X2) ^ y-i {x^ — x — x^)

' ^ {x — x-i) {x — x<^ ^ '
' '^

(xy — x) (x^ — X2) '^ {x,i — x){x2 — Xiy

and for r = 2 they are

A,=a+i- f, -,-x.,«''^ 5.=i ^ ^+^7-

—

^ .;
{X — Xi)\X — X.,) {Xy — X) {Xi — X^) {X2 — X) {Xo — Xi)

the limits of By and B. when (x) approaches the branch place at infinity are

respectively

1 2

as to the limits of A^ and A2, we know them to be finite, and it can be

shewn that they are independent of (x^) and (x^): the fundamental equa-

tion being taken in the form y- = \o + \iX+ ... +\x'^ + 4!X% we put x = t~^,

y=^t~^{l + l\it'^+ ...)'^, and expand in powers of t; the negative powers

in ^y (x — Xi — x^l{x — x-^ (x — X2) and ^yl(x — x^) (x — x^ will, of course, as may
also be verified by computation, cancel the negative powers respectively in

Lf'i^ and X/''^; the positive powers of t will vanish with t; the terms

independent of t are the limits required ; but both

ly {x — Xy — x^l{x — Xi) {x — x^) and ^y/{x — x^) (x — x^)

are changed in sign when the sign of y is changed—the expansions of these

thus contain only odd powers of t and no terms independent of ^; if Xj, Xo be

the terms independent of t in Z/-'^ and L^^'i^, the limits of A^ and A^ are

thus 6*1 — \i and Cj — Xg. and these are independent of (xj) and {X2): in fact

they are both zero ; for, being the values of

lx„ a, ^ £x„ a, ^ y iyX„ «. + yx^, «2 ) _ 1 ^' ~ ^' I «.. «i
-f- X/'^' ^^ + Ko (w^'i' «» + U""^' «0,^ ^ /y» _^ /y»

- ^ - \ /?
1 ^^2

and being independent of {x^) and {x^, they may be obtained from these

expressions by writing herein {x-^) = (aj and {x^) = {a^ ; as ^ {u) is an even

function of u, the functions ^i{u), ^o{u) are both odd functions, and vanish

for u = 0.

If then we put

11^. = w/..«. + u/i'^i, (?^ = 1, 2)
we have proved that

-
^1 {u) = Zi*" «. + Zi*- "' - 1 ^J^ll?

, - ^2 (u) = Za^" «' + Z/^' «^
1 2

We now differentiate these expressions in regard to Wj and Wg ; the

fundamental equation having the form

2/2 = Xy + \yx + X^^^ + \.w" + ^4*'" + 4a;'',
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as we suppose, we have

[chap. I

91*1 a?i — ^2
' ^^2 i^^i — a?2

' 8'^i ^1 — ^'2
' 9^*2 a?i — fl?2

'

Zi^'« =
42/

r=2

(^«, is'''
"

a y

putting F{x-i^, w^) = 2 a^/fl^a'' [2A.2r + '>^2r+\ (^^i + ^2)].
r=0

and, as before,

we thus find

, , 9Mog9(w)

/ s / ^ / X -J^C^l, ^2)— 2712/2

^22 (m) = a^i + a^o
, ^21 («) = - ^lOOo , g>ii (^) = —4 /^^ _ ^ \2

—

From these, if

we obtain

^222 (^0
2/1-2/2

,.,.«=^\

, p„(„) = £*_M., p.^„(„) = _?L&_5ll.

and

where

hu ('iO =

1 2

yoyfr(x,, X2) - yiyjr (w^, x^)

4 («?! — x^y

tAj-\ Jbn

yjr (xi, X2) = 4Xo + ^1 (Sa^i + ajg) + 2X2^1 (x^ + Xo) + 'XzX-^ (a?i + Si^a)

+ ^X^x-^x^ + 4a?i^iz;2 (3«i + x^.

Thus we have

2/1 = ^#222 (m) + g)221 {U), 2/2 = ^2^222 (W) + g>221 (w),

and these, together with the fact that x^, x^ are the roots of the equation

x^ — xp^ (u) — P21
("i*) = 0,

give the solution of the inversion problem expressed by the equations

It can be shewn, from the values of ^22 (u), ^21 (u), ^u (u) in terms of the

two places (xj), (x^), by elimination of these, that there exists the equation

Xn h^l 2^11 - 2^1

|\i _(X2+4^,i) 1X3 + 2^12 2^22

2^11 iX3+2g>i2 -(>^4 + %2) 2

- 2^12 2^22 2

further, from the values of ^J222(w), g>22i (*0) ^211 ('^), ^niO<'), that these functions

are in the ratios of the minors of the elements of any row of this vanishing

= 0;
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determinant, and that their squares and products, such as ^-322, ^222^221, are all

rational integral polynomials of the third degree in ^22, ^21 > ^n ; in particular

gj'222 -\o- X3^22 - \foJ - 4^J2o^21 - 4^02",

is at once found to be (xi — Wo)~-[F(xi, x.2) — 2yiy^, or 'i^u', thus it is easy

to see that ^^22 is one-quarter the minor of the element — Xq in the first row

and column of the determinant above ; thus we have, for arbitrary values of

'o> 'i» '2? '3 J

2^11 iX3+2g>i2 -(X4+ 4^22) 2 Za

- 2g>i2 2g)22 2 Z3

^0 ^1 h k

We shall however obtain these results from a somewhat different and

more interesting point of view, as follows in the next chapter.

Note. It may add to simplicity to anticipate later discussions by the

following remarks. If we write x = ip,,{u), y = ^^^{u), 2^ = ^„(m), and denote

the above symmetrical determinant of four rows and columns by A, the

equation A = represents a quartic surface having a node at ^ = 0, y = 0,

z= ao; the equation is in fact a quadratic in z. For any value of 6 the plane

6' — 6x — y = is a tangent plane of the nodal cone, whose equation is

at once found to be x'^ + 4<y = 0, and two such planes 6^ — 6x — y = 0,

cfr — ^x—y = cut in the line x = d + (f), y= — 04>- The equation A =

can be found easily to reduce, when x = d +
(f>, y = — dcfi, to

where f{x) = Xo + ^1^ + . . . + XiX* + A^x^. We have thus the parametric repre-

sentation of the surface in terms of two arbitrary parameters 6, </>. The

equation A = may be supposed to arise geometrically as follows. If ^, 7},

^, T be homogeneous coordinates, and

Q, = 4(97T-H, ^2=4(77^-^), Q3 = 4(rf-TX

P4 = - Aop + Xi^97 - X^T?^ + X.'n^- \,^' + 4^T,

the equation Q = xQi + yQ^ + 2Q3 + P4 = 0,

for varying parameters x, y, z, represents a system of quadric surfaces having

six common points, namely those where the cubic space curve

is intersected by the quadric P4 = ; these are (0, 0, 0, 1) and the five points 6

of the cubic curve in which Q is one of the roots of /(^) = 0. The quadric Q
will be a cone of vertex (^, t], ^, r) if the four equations 3Q/3^ = 0, 3Q/9?; = 0,
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9Q/3^=0, dQldT = be satisfied; eliminating ^, rj, ^, r from these equations

we have the relation A = 0. If we eliminate oc, y, z we obtain also a homo-

geneous quartic relation for ^, 77, ^, t, say w = 0, given at length below ; this

is capable of being put into the form

(^F.'bF dP,dF\ dP.dF dP.dF
3 —

d^ dr dr d^J dr] d^ d^ dr]

where F = Q^rj^r - 4^-^| - 47?V + Sr)'^^' - ^H\

and represents a quartic surface having nodes at the common points of the

quadrics Q^ = 0, Q^ = 0, Q^= 0, P4 = 0. Any point of the chord {6, 0) of the

space cubic is represented by

|=H-m, 7) = - (6 + m(l>), ^=e'+m(f)^ r = - (6' + m<f)') ;

by substitution of these in the equation &> = we find that this chord cuts

the surface in

and another point obtained from this by changing the sign of ^, where

as a chord of the space cubic can be drawn through an arbitrary point of

space, these formulae give a parametric representation of the surface &) =
in terms of two arbitrary parameters 0, <p.

Further, it is not difficult to verify that the equation

Q2 (r) Qi (^) - Qi(r) Q.(i) - ^^4 (r) Qm

+

q. (r) p. (^) = o,

when (^', 7]', ^', t) is any point on w — 0, represents a cone whose vertex is

the remaining intersection with &) = of the line joining the node (0, 0, 0, 1)

of ft) = to the point (f', 77', ^', r)
\
putting, as above,

f = © _ $, ^' = _ @<^ + ^e, etc.,

we find

where ^e, * = i [F (6, </)) - 2®^] {6 - <j>)~'
;

the cone has therefore the form

and this, compared with ooQi + yQ^ + zQ.^ + P4 = 0, gives the preceding para-

metric expression for A = 0,

x = 6 +
(f>,

y=-d^, z = E0^^.

It will be found that the surface « = is also represented parametrically by

means of

|=^222(«*), ^7=^221(^0. ?=^2]1(W), T = ^ni{u).



CHAPTER II.

THE DIFFEEENTIAL EQUATIONS FOR THE SIGMA FUNCTIONS.

12. Suppose now that x, y, z, which we may regard as the coordinates

of a point in three dimensions, satisfy the equation

A = 2z

1X3+22/

-22/

2x

2

= 0,— A,o Y^i

|Xi - (X2 + ^z)

^z 1X3 -\-2y - (X4 + 4<x)

-2y ' 2x 2

that is, lie upon a quartic surface, the properties of which will more

particularly concern us later ; let A^j denote the minor, in this determinant,

of the jth element of the iih. row. We find on expansion

:^A„ = A2 + X,.* + \x' + 4^2/ + 4a;3 + 4^,

^A22 = Xo + X43/2 + ^xy'' - 4<yz,

IA30 = Xo«' - \,xy + Xo2/' + 4?/2^,

iAu = tV (^i'^4 +W - 4X0X2X4) + (iXi^ - XoXo) a;

+ ^XqXsZ/ 4- (iXjXs - X0X4) z + Xo2/- + X]?/^^ + \2^^ — 4<\oXZ + 4<z^,

IA12 = ^Xi + ^Xst/ + X4a32/ — 2xz + ly"- + 4«;22/,

^Ai3 =— -|-Xia; + X22/ + iX3i«?2/ + 4^/^ + tx^z + 2a?2/^

4^14 = - 1^1X3 - 1X1X4^? + (IX2X4 - |Xi - 1X3^) y - \^z

— X^pc? + 2X2^*3/ ~ ^ilf'
~~ k^z^z + 2X4^/^ — I'f + 6«2/^ - 4^^,

JA23 = -\^^r ^{y + ^X32/- + 22/« + 2a;2/^-,

4^24 = — jXoX, — -1X0X4^; + (5X1X4 — Xo) 2/
- |-Xi^ — 2Xo«^ + 'y^xxy + iXs^'^^

+ 2^/^^ + 2a?^r^,

4^34 = ^V — 2 ^0^2 — 4X0X3^; + ^XjXs^/ — 2X0^^ — X^xy + |Xi2/^ — -^Xja;^

+ X22/S + 4^/^^

while A itself is given by

tV^ = -\E^\ — i^o^2 - 5X0X357 + p^iXoy - \o2 — iXoX4i2;2 + (IX1X4 - Xq) xy

+ (|-Xi - 1X2X4 + 1^X3^) y^ — ^\xz + X^y^ — \^^ + XiX'^y — X^xy'^

+ 2 ^3 {y^ + ^2/^) - ^42/^^ + ^yz^ + {ocz — 2/^)-.
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Now let ^, Tj, ^, T be four quantities determined by

^^ = IA„ = X2 + X3X + X^x^ + 4<xy + 4?;^ + 4^,

A ^ V ^ T
and -r- = t^ = ^ = ^r- ,Ah A12 Ai3 A14'

wherein, it is understood that x, y, z are supposed subject to the relation

A = ; then, as A is symmetrical,

'^
\^) ^ 4VaJ "~4 A, -*^^^'

1 A,.,

and so on.

If now

^^ 1^ ~ 4' A„ ""*'-'

^^^a^+'^^ + ^l' ^=''^ +
^al/

+ ^l'

it can be easily verified that

F^^qt Pi;=qn, Pr=q^.

For, of these, the first equation, multiplying by ^r), is the same as

(^" k + ^4y + ^" al)
'^^

= (^-^ + ^» ai
+ ^- 3^)

^"

'

or

A„ (42/2) + A12 (2X43/ + ^xy - 4z) + Ai3 (- 4?/) = A^^ (X3 + 2X4^; + 43/ + 12a;2)

+ A23(4«)+A24(4);

from the determinant we have

= 2y[- 22/A„ + 2^ A^^ + 2Aj3],

= - 2 [2^A2i + (2y + 1X3) A^^ - (4^ + \,) A,, + 2A24]

- (X4 + 6^) [- 2yA2i + 2iKA22 + 2A23]

;

adding these respectively to the two sides of the equation to be proved, it

reduces to the identity

^12(2X43/ + 12xy - is) = Asi (2\y + 12xy - 4^).

The second equation, multiplying by rj^, is the same as

/^A 9
. A 9

, A 9A A f X ^ A 9 A 9\ A
[^^^

d-x + ^-
^y + ^- ^z)

^^^ = (^- ^x + ^-
^y + ^^^

a.)
^-

or

A21 (2Xo« - Xi2/) + A22 (- \^x + 2X22/ + ^z) + A23 (4t/2)

= A32 (42/2) + A33 (2X42/ + ^xy - 4^) + A34 (- 4?/)

;
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the determinant gives

= 2^7 [- \0A21 + ^Xi A2, + 2^A23 - 22/A24]

+ 22/ [iXi A21 - (4^ + X2) A2, + (2^ + 1X3) A03 + 2a?A„4]

;

= 22/ [2^ A31 + (22/ + 1X3) A32 - {^x + X4) A33 + 2A34J

+ 1z [- 22/A31 + 2/CA30 + 2A33]

;

adding these respectively to the two sides of the equation to be proved it

reduces to the identity

A03 (82/^ + ^xz + X32/) = A32 (82/^ + ^XZ + \{ij).

Similarly with the equation Pt = Q^.

The relation connecting ./, y, z, and the equations defining ^, 77, ^, r,

enable us to express z rationally in x, y, ^, namely

^ = 5 [p — X2 — X3a; — X4a;^ — 4<xy — 4iaf],

and so to replace A = by a rational integral equation ^ {x, y, ^) = 0, while

7), ^, T are rationally expressible by x, y, ^. The equation ^ (x, y, ^) = may

be interpreted as that of a surface of the eighth order, two points of which

correspond to any one point of A = 0, but one point of A = to any one point

of this. We consider now two intesrals of the form

Wo- (A dx + Bdy), w^ = 1 (Gdx + Ddy),

where A, B, C, D are certain rational functions of x,y,^\ namely we put

. _^dx-7]dy 7 _-vdx+^dy
^

the conditions that these should be perfect differentials,

dy Vri - ^77 ^ dx Vr^ - v^J ^' dx [^^ - vV ^ dy \^^ - v'J
'

h r in A-L^(^A /^A\^ A-1_(^A/A\l.
dx dx \dx I dzjdz' dy dy \dy / dz/dz'

are at once verified ; for, from the unexpanded determinant A we have

1^ = 2A24 - 4A33 + 2A42 = 4 (A24 - A33) = 16 (77T - ^%

~ = - 2Ai4 + 2A23 + 2A32 - 2A41 = 4 (A23 - A14) = 16{v^- ^),

^ = 2A,3 - 4A22 + 2A31 = 4 (A,3 - A22) = 16 (ri - v%
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and hence

dx dy dx dy ^^ — rf dz

d
^

.d ^ d d v{vr-^'') + Uv^-^T) d

dx dy dx dy ^^ — j]'- dz

^^Fx + ^dy-^-'dz^^'

giving a^ - r,^) ^ = ?P - vQ, (?^ - '?') ^ = ^^ - '^^

'

the conditions are

<?f-''')(i+|)-(f.4-''|)(?f--)=°'

or

^i'^ - vQ^ + Nv -vPv = P(i;^- t), ^Pv - vQri +m -vP^ = Q(^^- v%

and in virtue of Fr} = Q^, F^=Qr}, these are the identities

?P^ - 'nPv + ^P^-vPv = P (r^ - t), m - vQv +m - vQv = Q(U- v')-

?A 2 ?^
Putting tV A = ^ (x, y, ^), we have ^^ - ^^ = J^ |- = — , and

. n^dx-^Tjdy
, [,. . A J X /9^

/^^Sr^ = */^-^^-^'^-'^"'^^

wherein Ajg, Ajg, An, d'^jd^ may be expressed as rational functions of ^, a?, 2/.

It may be verified directly that for all values of x, y, ^, even infinite values,

satisfying the equation ^ {x, y, f) = 0, these integrals are finite. For the

sake of brevity however we shall follow the easier plan of shewing that they

are reducible to familiar forms.

For this, define two quantities ti, t^ by means of the equations

^1 + ^2 = sc, tiU = — y,

and thence two quantities s^, s^ by means of the equations
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wherein r] is the rational function of x, y, ^ given by ?7=^A,2/Aii, Then

from the explicit equations

P = lAn, |7; = lAi3, T = iA,„

it is at once verified that

Sj2 = Xo + X^ii + X^^i- + Xs^i^ + X4«,-' + 4^l•^ =/(«i), say,

and S2" =/(^2),

and also that

S1S2 = - 2/1' + a^|»; + »;' = i(- y^n + ^^12 + ^22),

which, from the equation A = 0, is the same as

, tidt^ + dQ + 77 (^,c?i(i + t^dL)
thus 0W2 =

>— S1S2

and since, from A = 0, —y^ + a;7] + ^= 0, or ^= - (^1 + 4) ?; — t-^t^^= - rjt^ - iiSa-

this giv^s

J C/i OyC/i CoCt't'9

... , —7] (dti + dii) — Hkdti + t^dQ dt^
, dU

while rfWi = ^ —^-^ = 1 .

Now we have developed the theory of these integrals in the preceding

chapter ; and we know thence that w^, w^ are always finite, and that x, y are

single-valued functions of Wi, w^; from their values x=ti + t2, y= — Ut^,

coupled with ^—{s^ — S2) / (ti — t^), ^^ = l^i, it can be calculated that

z = [F{t„t,)-2s,s,]/^{t,-t,y,

and hence 2 is also a single-valued function, where as before

F (t„ Q = S (^1^2)"^ [2x2m + ^m+i (^1 + ^2)].

It is therefore possible to prove these facts as to x, y, z directly from

the expressions

w.

and, as will appear, it is of considerable theoretical interest to do this.

These integral expressions shew then that the functions x, y of Wj, w^ are

such that

9*' _ J,
dx _ dy _ ^y _ y

d^.r^' d^i~^' d^,"'^' M~
1

dx dy
and so -— = -^
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while, in virtue of the easily verifiable identity

^8A , aA ^aA ^

we have

dy _dz ^

dwi dw2
'

so that

thus we may introduce two functions of Wa, Wj by means of

^2 = — I {xdw^ + ydwi), Zi = —
j
(ydw2 + zdiUi)

;

then
dZ.. dZ,

dw^ "^ diUo

and we may introduce a function 2(wi, Wg) by means of

log S = I {Zodw.2 + Zidwi),

and so have Z,=
Xdw'

dZ. d'

z.=

d"-

Idl

d'_ 1 ^ l«g^' ^="-^^7^^^-^

and if these last be respectively called, for a little, P22, P21, Pn, we have

f = as;
= -P-' '^y' " = as. = ai.

• = '^'- '"y- ? = as; = al.,
= -P- ^^y-

while from the easily verifiable identity

aA_^ SA^^aA^^
dx dy dz '

we have
dz dz dz „

" = ''a^ + fa^ = 3S;' =
'P""*'^y-

The integrals Z^, Z^ agree in form with integrals previously considered;

in fact

dZ,=

while
(..«f^

tidtj Udt^
, , fdt dU\ ti^dt t^dL

+ ^^]-kto (— + — ]
= -—- + -—-

S2 / \Si S2 J Si S2

-dZ =-tt (*^ + ^^] + -^(^i>^2)- 2siS, fdt^
_^
dtA

and we can verify that

1^

45i
4^1-^2
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this being, after changing s^ into —s^ and multiplying throughout by -, the

same as the identity remarked, Chapter I., p. 10, namely

1 i^(^i, ^2) + 2siS, L U' 1 Xg^i + 2^4^! + 12«i'' d[ 6-2 + 6-1

thus in the notation previously used (p. 10)

- dZ, = dU^ + dU^, - dZ, = dLl^ + dU^ -dU —^ .

On the whole then the integrals w^, tVi differ only by additive constants

from the integrals previously used

u/i' ^1 + m/2' ^2
, ^t2^" ''' + u^^^' ^^s

while -^2> Zi differ only by arbitrary additive constants from the functions

previously denoted (pp. 36, 37) by ^2{wi, tu.^, Ki{i^i> w.^) and the general

form of function S is

^A,w, + A.,io, + B ^ (^^ j^C, W.^ + O2),

where A^, A.2, B, C^, C^ are arbitrary constants. This is a single-valued

function, and an integral function ; and the integrals thus make x, y, z

quadruply-periodic functions of Wj, Wr,.

But another consequence follows from these integral forms. From

P2222 = |2 ^ i An = Xa + \.iX + X^x"" + 4>xy + 4a;3 ^ 4^^

we have 2P,,,P^,= i »^' = x
(?
A + , | + tg^) A..,

or 2f P222.2 =1(^3 + 2\4/r + 4^+1 ^x') + 7; (4«) + 4f

,

which, since the form of A gives

- 2^/1 + 2«7; + 2^=0,

leads to ^^P^22 = H-^s + 2X4i^' + 4?/ + 12^'^) + 4<y^,

so that P2222 - 6P22^ = 1^3 + X'4-P22 + 4P21,

where P^2=g^2^- ^- = " 8^-^ ^^^ ^' ^*^-

Putting, as before,

^ = ^lx-^''ly^^h ^ = ^4 + ^8^ + "!'

it may be shewn that

P^ = ^x" + \\^ + \^x + 42/, P7j = Q^ = 6xy + \,y - 2ir,

P^=Qv= ^y' + 2*'£r + iXsy, Pt = Qt - 6y^ - Xo - i^i« + ^.y,
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and hence, from the equations

P2 _ 1 A P2 — 1 A P2 — 1 A P2 = 1 A
-f^ 222 — 4^11> -^221 — 4'-*22> -^211 — 'J'^SS) -* 111 4'-»44)

if we now replace P22, -P222J •P222'2 by ^22. ^222, ^^22225 etc., that

^22-22
- 6^22' =l\z + ^iX + 4?/, g?nii - 6^n' = - W^i + H^1^3 - 3Xo« 4- Xi?/ + X.,^,

^.^22-21 - 6g)22g>21 = X42/ - 2^^, ^om - 6^2lg>ll = " ^o " ^ Xi^; + Xo^/,

^^2211 - 2^22g>ll - ^^21 = h'^sV-

These equations are satisfied by ^(Wi, W2), and, as their form alone shews,

by e'^^'^'^^^^^-^^-^^(wi+ C^, W.2 + G2), where Aj, A^,... are five arbitrary

constants. Their deduction given here, from the forms for W2, w^ as integrals

of total differentials, shews that they are self-consistent ; that their most

general integral is of the form e^i^'i + ^^'^'^ + i? ^ (,y^ + (7^, W2 + C2) will be

obvious when it is shewn conversely that they lead backwards to the

forms for w^ and w-^ as integrals of total differentials. It is sufficient to

indicate how this may be done ; and it may be remarked in passing that

it was in carrying out this process that the forms ^^222 = i^ii were at first

discovered ; the preceding deduction of these forms, though artificial, has

been adopted as requiring less numerical computation. If these five

differential equations be all satisfied by a single function a oi w^, w^, with

then there are four identities such as

a _ a d_ _d_
d^,^^ "

8^2
^'"'"

' dw, ^^^^ ~ dw,
^^^"

'

substituting herein the values of g)2222, ^2221,. •• given by the differential

equations we have four equations which are linear and homogeneous in the

four functions ^2-22, ^221= ^211, ^m, and linear also in ^22- ^21, ^•>ii. Eliminating

the former functions we find that a; = g>22, y = i^2i, z = i^n are connected by the

determinantal equation A = 0, while ^ = ^222, ^ = ^21, ^=^211, T = gJ„i have

their ratios determined by

A„ A12 Ai3 A14'

where Ay is the minor in A of the jth element of the ith row. Since A is

symmetrical, and therefore A^jAit^ A^iAjt, this is the same as

Au A22 " A12 *'* A34'

and it is required only to find these ratios. Putting ^.>o.22 = /u.An, i'>22i
= M'^i2,

etc., we have

g>2.2 = g- A, + /.- (A,^ + A,2^ + A,3 -^) ,

9/^ A Jx 3^1. . aAi2 , . aAi2\
^A,2 + /.-^(A,,^- + A.-g^+A,3^j
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from which, substituting for ^2222 and ^Jaaji from the differential equations,

and eliminating dfx/du^, we find /j,^ as a rational function of w, y, 2, and in fact,

as is seen on carrying out the work, A''^= jr-- Then the equations 00 = ^^i,

y = ^i\, give at once doc= ^dw^ + rjdwi, dy = rjdtU2 + ^dw^, from which the

forms for tv^, w^ as integrals of total differentials are obtained at once.

By differentiating ^222 ^/^^n, ^22i = y"'^i2 in regard to u-^, and eliminating

dfi/dui, we also obtain a form for /j,^ as a rational function of x, y, z\ and

similarly a form for fi? is obtained in two ways by taking such a pair as

^22i = A^Ai2. ^2n = /^'^:3) and so on; that these various ways lead to the same

form for jj? is clear by the deduction we have made of the differential equations

from the forms of w^, w^ as integrals of total differentials ; but conversely we

could start from the differential equations and verify this fact from them.

13. The differential equations are capable of a much more general form.

This may be regarded as a consequence of the fact that if in the integrals

jdtjs, ftdt/s, where s^ = Xo + . . . + Xg^^ we replace ^ by a form (.4^4- B)/(Ct + D),

they are changed into linear functions of themselves. It will however be

more interesting to establish the transformation directly from the differential

equations ; and we begin with the general form of these and reduce it to

the form obtained above. Let then u^, ii.^ be independent variables, cr, or

a (u), a dependent function, and

these being also respectively denoted by ^o^siu), ^2i(u), ^n{u), and d^^^i/^u^^

by ^2222) etc.; let ao, a-^, ..., a^ be any constants and, for brevity,

V2222 ^= ^2222 0^22 ) Y222I ~ ^2221 0^22^2] J ^ g /L '

r\ n o r\ n V22II = ^2211 "-^^22^11 — *^21";

Qllll = ^1111 - 6^11', ^?2111 = ^^2111 - 6^21^11,

consider the five equations

- i Q2222 = ttafte - 4a3ag + 3a/ + as,x - la^y + a^z,

- 1^2221 = i (ai«6 - Saaftg + "la^a^ + a^x - la^y + a^z,

- ^^2211 = \ (ao^e - 9a2a4 + ^ai) + a^x - la^y + a^z,

- ^^2111 = 2 (^ofts - '^a^o-i + 2a2a.?) + cti^ - ^(^iV + ^^z,

- iQmi = ao«4 — ^aitts + %ai + a^x - ^a^y + a^z.

It is at once verified that if

A =—-— A =— -—
we may write

A^ A,o- (u) a (u'), Qa^.p = - ^rvr^ AxA^ A, ApO- (tt) a (u'),
•fill f, ., /, \ •-m'-'c" \>-"'y " \<^ /J -^A/j-i/p Q o /,.\

2ff- {u) la- {u)

B.
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where, after the differentiations have been performed, we are to replace

V, ^2' by Wi and u^. Using the ordinary symbolical notation put further,

in any expression in which a^, ai,...,aG enter linearly,

confusion being prevented, in case squares and products of the second order

enter, by the use of another set of symbolical quantities ySi, /Sg, such that also

ao = ^i^ ... tte = A^ and similarly for expressions of higher dimension in ao • • • o^e^

then, with (a^S) = tti/Sa - a2/3i. it is at once verified that

^ (a^ae - Sa^as + 2asai) = ^a^^^ (ai^2 + «2A) (a/S)',

I (aofts - ^CLi^i + 2«2a3) = i «iA («!A + a2/3i) (a^)'>

hence if the differential equations written down, taken in the order of those

involving Q2222. Q2221, ^2211, Q^m, Qnu, be multiplied respectively by h^^ ^h^h^,

6h./hi\ '^hji^, V) where h^, h^ are arbitrary quantities, and then added, it is at

once seen that they give

i AftVo-' = (a/3)^a;,W • <^<r' - dh' (aA)^ aa',

where A;i = /ijAi + A2A2, ah = aiK + a^h^, (ccA) = ajAa - agAj,

and, as before, after differentiation w/, u^ are to be replaced by Mj, U2.

Now let \i, fMi,X,, /io be arbitrary constants whose determinant Xifi^ — ^f^i

is supposed not to vanish, and will presently be taken equal to unity
;
put

Ui = \iVi + fiiV^, Ui = XiVi + /JL1V2 , hi = \ki + fju^k^,

U2 = X2Vl+ fJ^i^i, U2 = X^Vl + l^2V2 > ^2 = ^2^1 +y"'2^2;

further let Ai, A^, -Si, B^ be symbolical quantities defined by

J.1 = ctiX,! + ttaXj, i?i = /SiXj + /S2A,2,

A. = aiyLti + a2/i2, -S2 = /3i/Ai + /^s^tis,

so that, for instance,

A^ = ftoV + 6aiV^2 + . • • + tteV;

we denote ^1, ^2. -Si, ^3 respectively by a^, a/x> /^a, /3^; we have then

8'yi ^ 8«i ^ 8^2 ' 9^2 8^1 ^^ 9^2

'

and ^' ^
ai7

~
atT'

" '^'^' "*" ^^" "^ '^^' ^^^'

^^ = a^2"a<^^^'^^"^^^'^"^'^'^''^^'

and hence A/^ = /ij A^ + /12A2 = k^ ^ + A;2V2 = V^^,

with (^5) = (XyLt) (a;8), (^V) = (X/i) (aV).
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Thus the differential equations are the same as

^V;fc^SS' = (kfjL)-^ (ABy Aj^^Bk' . S2' - (X/.)-^^,^ (^V)^SS',

where 2 (I'l, i-.,) = o-(ui, Wg) ; herein k^,^, being independent linear functions

of the arbitrary quantities h-^, h., are themselves arbitrary, and the equation,

save for the powers of (X/x) which enter, is of precisely the same form as that

from which it is derived; supposing (\/j,) = \/j,2 — X2f/^ = l, we may then

equate coefficients of like powers of k\, ko, and shall so obtain five differential

equations of precisely the original form, save that cio, a^, ...,a^ are respectively

replaced by A, = «;,« = a,\' + . . . + f/gV, ^i = '^?:ol^ = cio'^i/Jh -I- ...,..., ^e = «/

;

these are the coefficients of the powers and products of ^^J, k^ when we write

ttohi^ + Qa^h-,% + . . . + a^ho^ = A^k^^ 4- QA^k^'ko + . . . + A^k^.

The functions

are then given by

-P22 = /^2'g>22 + 2jJ^fJ^^.2, + fJ^^I^Dn, P21 = IX.^.iO-2.2 + (/XoXi + IJL^X^
f.j^ + yLtiXi^u,

-Pii = V^- + 2X,X4J.2i + Xi^^u,

and there are similar equations for the differential coefficients of the third

and higher orders.

We can now choose the four constants Xj, X2, /cti, /u,o to satisfy three

conditions in addition to the one already imposed, \fj^ — \2fii = l. For

instance we can take

^0 = 0, ^6 = 0, 6A^ + 15A, + 20As+loA, + 6As = 0,

so that, for arbitrary x,

Ao + 6A,a)+ ... + A^ofi = 6^1 jj (1 - ^;) (1 - i\ai) (1 - p.x) (1 - i^x)
;

or we can take J.g = 0, 6-4g = 4, in addition to another condition, which may
be for instance ^4 = 0.

We shall limit ourselves to taking A^ = 0, 6As = 4 ; for this it is necessary

that fi.2 = fJh.0, where ^ is a root of the equation

f(d) = a, + ea,e+...+a,e' = 0;

taking X.2 = 0, we have then Xifio = 1, and

I = ^5 = a^a^^ = ttoXi/i-i-' + 5aiXi/ii^/i2 + . . . + ci^X-^ix.i' = Xj/Xj^ (tto + otti^ + . . . + cfs^'X

or 1/^2-* = ao^~' + Sf'i (9~^ + . .
. + «3

;

then

4—2
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Now put

and

SO that

where 21 = 6-^2, i/ = |J.4?;2^ + -^^3V2Vi + |^2^A

and put P0222 = -K-^ , etc.

Then it can be verified that the differential equations take the forms

previously obtained ; for instance

- 2P22^ + A,Ae - 4>A,A, + SA,^ + A,P,, - 2A,P,, + A,Pu,

94

which is the value of — ^ ^—^ log X (v), becomes equal to

-2{X + %A,y-§A, + SA,' + A,(X + ^A,)-i{Y+iA,),

or -2X'-^^-A,-5A,X-iY,

or - 1 (6X2 + ^x, + \,X + 4F),

as in the differential equation of p. 48.

We recall now (pp. 13, 25) that the dependent variable of the previous

diflferential equations was a function

^^ (7i;2+ 2Hvn + iirrnP

where IT is a matrix of non-vanishing determinant, such that if the periods

for the integrals

rx cx

J a J a

2(Wii 2ft)i2 2ct)ii' 20)12'

2ct)2i 2ft)22 2ci)2i 2ft)22
>

be given by \y~^dx

\y~^xdx

then ^Hw = iri, 2H(o' = mr ; while C was such that

f^f^ F(x,z)+2ys dxdzx,a ^^^ Yx,ayz,c

To obtain the dependent variable of the generalised form of the differential

equations we are thus, as appears from the preceding work, to multiply by

e^, where H = — -^q^v^ - -^^X^v^v-i — ^qX^Vi^, and afterwards to replace v^, v^ by

Wi, W2 determined from the equations

Wi = /i2~^ Vi + /X2 0~^ V2
, »2 = /^2 V2 ,
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where |/^2~^ = «'o
^"'^ + . .

. + fts •

Now let

C22 = ^22 " ^0 ^4) ^21 = 021 — ^^X3, Cii = On — -^ A^

;

add, to the equation above which defines C, the quantity

dx dz

y s
'

it is at once found, with the values ^0 = ^0, 6J.i = Xi, etc., as given above,

that the expression

2 (^0 + 8^1^ + '^A^x" + ^3^) + 6 (^1 + ^A^x + 3^3«2 + A^a?) z

+ 6 (^2 + Sils^; + 3^4«;" + ^g^^') 2;' + 2 (^3 + ^A^x + SJ-g^^ + j^^^s-) ^s

is equal to

i?' {x, z)^'^{x- zf [i^^ixz + ^Xa (a; + ^) + 2VX2I

,

the expression F{x, z) being as before 2 (a;2^y [2X2t + Ki+i{^ + 2^)] ; and it will

be seen that the former of these expressions can be written symbolically

as 2 (^i + ^2^)^(J.i + ^2^)^; finally notice that if we put

a; = (X2 + /u.20/(Xi + yu-iO.

we have

dx(ao+6aiX+...+asx)~^ = \dt{Ao + 6A^t+...)~^+fM^tdt{Ao+(iA^t+...)~^,

xdx(ao+6aiX+ ... )~^ = \.dt{Ao+()Ait+...y^+fiJ;dt{Ao+QA^t+ ...)-^
I

we can then formulate the result of our transformation as follows :

—

The differential equations of p. 49

etc., etc.

are satisfied by

a (u) = ^Se'^"' + 2'*"" + ''''™',

where, if 2(o, 2&)' be determined for the sextic f(x) — a,, + ^Oj-^oh + . . . + a^x^, and

a certain dissection of the surface representing y- =f(^x), as the periods of
rx rx

the integrals I y~^dx, I xy~^dx, then A is a matrix of non-vanishing

determinant, r a symmetrical matrix of non-vanishing determinant deter-

mined respectively by 2hco = iri, 2/icd' — irir ; and c is a symmetrical matrix,

determined, if f(x) be symbolically written a/ = (a^ + a^y, and 5^ =f(z), by

the fact that

^OL^oii + 2ys dx dz [^ [^
^ ^ dx dz

J a J c

P P dx
+ 2 [C.22XZ + c,2 {x + z) + Cii]

—
J a J c y4>{x~zy y s J« Jc " y s

is the normal elementary integral of the third kind H*''^-



54 Its advantages. [chap, ii

The differential equations being thus shewn to have an invariantive

character, various properties of the quartic surface which is represented by

the relation connecting ^22, ^21, ^n are at once deducible. This is explained

below, in the chapter dealing with the geometry of this surface.

But the form obtained for the differential equations,

is of importance also as shewing almost at a glance how the differential

equations may be used to obtain the expansion of the integral function (t{u).

This is explained below, in the chapter on the expansions. And these

expansions in their turn enable us to prove succinctly various relations

involving the functions ^^^{u), ^21 (w), ^ii(^''); the properties developed in the

next chapter in regard to the geometry of the surface are for the most part

restricted to those which interpret these analytical relations.



CHAPTER III.

ANALYTICAL RESULTS EELATING TO THE ASSOCIATED

QUARTIC SURFACES.

14. Intimately related with the theory of the functions under con-

sideration are two quartic surfaces. We give now certain elementary

properties of these, deduced, for clearness, independently of preceding

results.

To illustrate one step in the argument we presently employ, consider first

a simple example. Let a quadratic form, of non-vanishing determinant,

ftii^i' + 0^22^2' + ^33^3' + 2a23|2^3 + 2a3i^3|i + 2ai2^i^2,

which we denote by af^ become, by a transformation written ^= fi^', that

is by

^r = f^ri^i + IJ'r2^2 + H'rs^s , (^=1,2, 3),

changed to a'^'^ or

<r^ + CWI2" + ass'^s" + ^a^'^2^s' + 2as,'^s'li + 2a,/|/^/,

so that a'l'^ = af^ = a/x|'. fi^' = Jla/x^'",

and therefore a' = Jiafi, namely

^a„' aj/ aj\ = //J,^ ^21 /^3i\ /(hi ^n Ct'isX //"n /^i2 f^isX ;

^21 Cf-22 (^23
I I

A''] 2 /*22 /*32 1 1 <^21 ^22 ^^23 I I l^2\ f^22 /^23

(X31 ^32 ^33 / \j^}3 A''23 /^S3 / \ ^31 %2 Ct.33 / \ A''31 A''32 A''33 .

if A, A', M denote respectively the determinants of a, a' and fi, this gives

A' = ilf^A. Now the relation a' = Jia/j, is the same as a'"^ — /x~'^a~^fjr^,

obtained by taking the inverse of both sides; if pi, p-z, Ps be three variables,

and {pi, p^, ps) = p,(pi, P2, Ps), or p = jir^p' , we have therefore

a'~^p'^ = fxr^a~^il~^p'^ = a~^fl~^p. fl~^p' = a~^p^,

or, since

A-M,2, A-^^22, A-M32

A-M13, A-^^.^, A-1^33/



56 Defimition of the [chap. Ill

we have

CIy\ tti2 0^13 ^1

I I I I

a^i Oj<2Z 0^23 ^2

Ctsi ^32 0^33 Pz

= if2 ftll ffi2 tti3 ^1

0^21 ^'22 ^23 P2

O^'Sl ^32 ^33 ^^3

Vl i>2 i^S w i?l i>2 ps

the determinant on the right being the quadratic form a~^p^ multiplied by

— A. The transformation p' = jlp gives p'^', or ja/l/ -^-pi^^ + pz^z, equal to

jlp^' = /ji^'p = ^p ="p^
',
conversely p^'=p^ defines the transformation of j3

from that of ^.

Consider now the expression

where

(/3<^) = /3i(^2-/32<^i;

partially expanded this is

suppose that, in the fully-expanded form, ^-^, jS^jS^, ^i, which enter linearly,

are replaced respectively by x, -y and z; that ^l^ d^^d^, d^di, 6./, which also

enter linearly, are replaced respectively by ^, - v, ^ and — r; that ^i^ ^i^^a,

^i<^2S ^2* ^i"6 also replaced respectively by ^, - -J?, ^, — t ; and that «!*', ai^a2,

ttiW, •••> a2'' are replaced respectively by a^, a^, a^, ..., ttg- The expression

then becomes the quadratic form in ^, 77, ^, t,

4;» (77T - r) + 42/ (^^ - ?t) -h 4^ (^^ - T?'')

— ^ (tto?— S«i'? + 3a2^— agx) — 7/ (— 3ai^ 4- Oag?? — Oag^ + 3a4T)

— ^ (Stta^ — Oas?; + Qcii^— Sci^t) — t (— ^3^ + 3tt477 — 3a5^+ aer),

whose coefficients form the matrix

K= , -tto , 3ai ,
-3a2 + 2^, a^-^y

dtti ,
—9a2—4!Z, 9as + 2y , —Sai + 2x

— Sa^+^z, 9az + 2'y
,
— 9a4 — 4^, Sa^

0,3 — 22/ ,
— 3^4+ 2a;, Sa^

,
—a^

so that, using ^ to stand for the row (^, 77, ^, t), the quadratic form may be

written K^^.

Now subject f, r), ^, t to a linear transformation, as in the illustration just

considered, but not to the most general transformation in four variables, but

to that, depending only on three parameters, which is defined thus : let
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Xj, Xa. /"•!, /^2 be four parameters subject to Xi/a, — Xo/Ai = 1
;

put, in the

symbolical expression we have used to define the quadratic form K^"^,

since these give

«(» = ctA' + <^A' = ««''' «* = «</.''. (^</>) = (0'<f>'\ (/30) = (^'O'l (/3(/)) = (/3'cf>'),

they leave the form quite unaltered ; they give as the transformation for

^) V} ^> T> if> of course, we take f'
= ^/^, etc.,

— Xi^Xg, 2X1X2/^1 + Xi^/A.2 ,
— Xa/Aj^ — 2Xi/AiyU,2, /A1V2

XjXg^
, - (2X1X2/^2 + ^2^1)' ^1/^2^ + 2X2/U.i//,2 , — /^i/^a^

— Xa^ , SXa^/ig
,

— SXg/ta^ , ^2^

or its equivalent

(^',v',^\r')= / /.2^ , 3/.2>i , 3/^/z,^ , /x,^ ,, i^,V,^,r);

/ia^Xa, 2/i2yU,iX2+ yU2-Xi, XoM'i^ + ^/^2/^i\, /^Aj

/U-aXs^, 2/^2X2X2 + yU-iXg^ /iaXj^ + 2/iiXiX2 , /^iXj^

X2* , 3X2^X1
,

8X2X1^ , Xi^

at the same time a; = Oi\ y^—O^d^, z=Qi are connected with x =&(',

y' = - 01 0-2, z — 0.2' by the linear transformation

{x, y, z,l)= / Xi''^ , - 2Xi/ii , /^i^ ^ ^ {x, y', z', 1),

— X1X2, Xj/is + Xa^i, —
fjiifl2,

X2^ ,
— 2X2yU.2

,
/A2" ,

, , 0,1
which is afterwards denoted by (x, y, z, 1) = m{x', y , z', 1), or its equiva-

lent

{x', y', z', 1) = / /A2'
, 2/^2/^1 , /ii' , \ (^, y, ^, 1);

/A2^2> ''^1^2 + X^/il , /^iXi,

X2
, 2X2X2 , Xj ,

, , 0,0
while

«o' = 0.K = ao\^ + 6aiXi5X2 + . . . + a^X^^ «/ = a^^a^ , . .
.

, a^' = a^'

.

With these changes we have

that is

4^(77T- ^0 + ••• + (-aoP + ... - aeT-)

= 4^' (t^'t' - r^) + ...+(- ao'f ^ + . . . - a,V^).
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^3 - ^y
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and

X = x - jL>"4 = x' - ^/i./, Y = y' - Jjj^s = y' - ^a.J, Z = z - j^^X, = z' - fa/,

the matrix K' takes the form

iXi , -(4Z + X2), 2F+IX0 ,

2^, 2F+IX3 ,
-(4Z + X4),

-2F, 2Z , 2 ,

of which the determinant has occurred already (pp. 38, 41), under the name A.

Thus it appears that the functions ^^22, ^•^21) ^n which satisfy the generalised

differential equations of p. 49 are connected by the determinantal equation

1^1=0, obtained by equating to zero the determinant of the matrix K, and

that the corresponding functions ^222) g>22ij ••• are given by

(^0^222+ ^ig>22i+ 4^211+ ^3^.?in)'=- i - «0 ,
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wherein, however, x, y, z do not necessarily satisfy the equation V = ; if we

denote them therefore by a-j, 2/1,^1; and denote by x,y,z a point satisfying

V = 0, the quadratic form may be written

8V av av av

and its vanishing represents the tangent plane to V = at {x, y, z).

It may be remarked in passing that the determinant of five rows and columns

occurring above, consisting of the determinant V with the elements Cq, -3cx, 3c2, — C3,

written to make a fifth row and a fifth column, if we change the sign of the first and third

columns, then of the second, fourth and fifth rows, then divide the second and third columns,

as also the second and third rows by 3, and write f^= &2, fy = ^i5 f ^ = ^0) becomes

«! , ^2+ 260, a^+ hi , ai-2bi, Ci

a^-Sbo,
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the surfaces ai^/aX = 0, ai^/aF=0, dF/dZ=0, dF/dT=^0 thus meet T=0
respectively on the conic XZ — F^ = and the line Z — 0, the conic

XZ-Y^ = and the line F=0, the conic XZ - Y'' = and the line X = 0,

and on the cubic X^X^ — ... — 4<YZ'^=0; the six intersections at infinity of

the conic and this cubic are given by F= — 6X, Z = d^X where, as we see at

once on substituting in the cubic, ^ is a root of the equation

together with X = 0, F=0, Z—1, corresponding to 6=qo. Also when

X, Y, Z are infinite we have

XZ -Y^ = {[x^x + 2yLi2/ii2/ + /xi'^) {Xix + 2XoXi2/ + X{-z)

— [ix^x^x + 0*2^1 + /ii /^) y + /ii^i^]^

= XZ —
if.

Thus we infer that the surface V = touches the plane at infinity along

the conic xz — y^ — 0, and has nodes on this conic at the six points

X _ y _z _

where d is aiiy one of the roots of the equation

Further, by taking the coefficients of transformation Xj, /^j, X,, /A2 to

satisfy the equations

\i//,2 - Xoytii = 1, ttx^ = 0, a/ = 0,

the transformed form of V becomes of the shape

2^1 2^ ,
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in particular

F= fx.^^x + (m2^i + /^A2) y + A'Ai^ - i Ts^

—^^T—Ts
•

Dividing this by ytiAi, and denoting a^-i- a^O by a^, we infer that the plane

A* or

touches the surface V = along a conic lying on the quadric

?^*'+2% + ^--^"^'"^' Stte^a^^ g gfl«/ . ot/a^

We have had the relation K' = p,Kfji for the transformation of the matrix

K {p. 58), equivalent to Kij = X^J^rs/^ril^sj} and here — 2F occurs as the fourth

element K^^' in the first row of K' ; the elements fin, fJ'si in the matrix /u, of

the transformation ^ = /x^' are (p. 57)

(V, -Xi^Xo, ^iV, -V) and (- y^*l^ /Xi>2, - fJ^ilJ^i, t^i);

thus, dividing by //.i^A-i% the plane P^,^ can also be written

K(i, -6, ^, -e^){i, -</), <^^ -<^=') = o,

and this can be at once verified to be equivalent with the form above. There

are thus fifteen such planes touching the surface V = along a conic, beside

the plane at infinity.

If now 6^, 6.2, ... , 06 denote the roots of the equation

we can prove that the point of concurrence of the three planes Pei,e2> -^ei, %>

Pgjj^ 03 is on V = 0, and is a node, and coincides with the point of concurrence

of Pe^, 65, P04, flg' ^65,^6' ^^^ surface has therefore ten nodes of this form,

beside the six nodes proved to exist at infinity. To prove this, we first

transform the ten equations P^^ ^ into the forms which they take when the

equation V = is transformed to A = ; these special forms will be of interest

later in considering the expansion of the sigma functions in series.

It has been remarked that the plane P^^ ^ is given by

K(i, -e, d\ -e-^){i, -4>, <\>\ -<f>^);

further it is part of our definition of the transformation (p. 57), that the

ratios of the quantities (1, —6, 6'\ —6^) are transformed by the same law

as the quantities (^, 17, ^, r), previously denoted by ^ = fi^' ; the equation

of Pe,.^,

6j)X + {6 + (i))y + z
2{e-4>r
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is therefore invariantive, and we may suppose, herein, sc, y, z to be the

variables denoted by x', y', z' on p. 57, and 6,
(f)

to be the roots of the trans-

formed sextic. In particular let

«/=\ + \x + X^cc^ + XsX^ + X^x-^ + 4^x^, =f (x), say,

and put, as before, p. 59, for x, y, z respectively,

the equation is thus, on utilising the identity given, p. 53, which connects

2ae^a^^ with F{d,
<l>)
= %{e<^y[^\^-Y\^+^{e + (^)], found to be

where now 6,
(f)

are any two roots of f{x) = 0, or consist of one of these roots

together with the root oo , which has not been expressed in our non-

homogeneous method of writing the transformation ; when ^ is oo , the

transformed equation is

0x + Y = {{<f>-'{e - (i>)-'[2\,+\{e +<!>)+... + 2d"-ci>'\, + 4^e'<f>' (6 + <f>)]],

where we are to take the limit of the right side for ^ = c» , which is 6'\

There are thus ten singular planes, Pq,^, of the form

e(j^x + {e + <ii)Y+z-i{e-(t>)-'F(e, <p) = o,

where 0, ^ are any two roots off(x)= 0, and five, F^, of the form

eX+Y-0'=^O,

where is any root off(x) = 0, beside the plane at infinity.

Denoting ^{0 — (ji)~'-F{0, cf)) by e^, ^, it is at once evident that the planes

Pg, F^, Fe^^ intersect in the point X=0+(f>, Y=—0<j>, Z=eg^^; let

0",
(fi', -sfr' denote the roots off(x) = other than 0, <f);

the plane Pe,^' passes

through the same point if

0'(f>' (0+(j>)- 0<f>
(0' +

<f>')
= e^, 4.'-e,,^]

by writing 60, ^ in the form \ {0 - <^)-^ [F {0 , (f>)-f(0)-f{<f>)] it is at once

found to reduce to
0(f>

(0' + (j>) + -v/r' (^0 + ^'</>'), which establishes this

identity; thus also the planes P<|,', ^' and P^',^' pass through the same point.

If in addition to the conditions ^^"=0, a;,a^^ = |, Xj/io — X2A''i= 1, imposed on

the four quantities Xj, /A], Xg, /*2, in order to obtain the equation A = 0, we

make also aA®=0, the transformed sextic has also Xo=0 and the ten points

{0+ 4>, — 0(f), gfl, <j,)
break up into a set of six of this form, where 0,

(f)
are any

two roots of the equation Xi +X2^ -f-Xj^^ ^ X4^=' + 4^^= 0, together with four

of coordinates of the form {0, 0, ^Xi^~^) ; that this last point is a node appears

at once from the transformed form of A, already given, p. 61,

(Xi - 4^XZy- -H 4 F [4XiX2 + X1X4X + i^s {\ + 4ZZ) + 4X3^ + WZ']

-h 4P [(2 Y + 1X3)-^ - (4X + \,) (4Z + X,) -f- 2 (Xi + 4Z^)] = 0,
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wherein the coefficient of 4F is reduced to zero by X = 6, Z=^\id~'^,

provided

thus it follows that (0 + 4>, — 6<^, e^^ ^) is a node of A = and an intersection

of six singular tangent planes. It is at once evident that the node of A = 0,

corresponding to the infinite root of the transformed sextic, namely the point

X=0, F=0, Z = 00 , lies on each of the five planes dX + F— ^^ = 0, as well

as on the plane at infinity ; that the node Z/1 = — Y/0 = Z/6'^ = oo , lies on

the six singular tangent planes constituted by, the plane at infinity, the

plane OX +Y-6'' = 0, and the four planes ^</)Z +(^ + </>) F+^- e^,^ = 0,

where
(f)

is one, other than 6, of the roots of the equation

and that conversely the plane 6X + Y — 6^ = contains, beside the node

Z = 0, 7= 0, ^= 00 , and the node X/1 =-Yld = Z/O- = cc , the four nodes

(0 + <f),
—

0(f),
e^, ^), where

(f)
is any one of the roots, other than 0, of the same

quintic; while lastly the plane 0(f>X + (0 + (f))
Y + Z—e0^^ = contains,

beside the two nodes X/l = -YI0 = Z/0-' = oo , X/1 = - F/c/) = Z/cf)^ = cc
,

the node (^ + ^, —
0(f),

e^^ ^), and the three nodes {0' + 0', — ^'</)', eff^ ^'),

where 0',
(f)'

are any two roots of the same quintic other than and
(f).

The sixteen nodes of V = thus lie in sixes upon sixteen planes each

touching the surface along a conic, while through each node there pass six of

these planes ; in particular, as was stated above, if 0,
(f), yfr, 0',

(f)', yfr', be the

roots of the fundamental sextic, one node is the intersection of the six planes

Pe,.f„ ^e, ^> P<i>,yiJ, Pe',<i>', Po',^', P<f>',^'- l^ 0,4>'i^ be the roots of the cubic

Po + SpiX + Sp^x^ + p-jof = 0, and 0',
(f>',

-yjr' of qo + Sqia; + Sg-g*^ + g-iOc^ = 0, the

fundamental sextic ao+ QaiX+ ... + a^x^ being written as a product of the

cubics, or say, symbolically

^x ^^ Px qx >

the node in question has coordinates w, y, z obtainable by equating powers of

the arbitrary quantity \ in the equation

x\^ + lyX \- z =~^ {pflfP^qK,

or, what is the same thing, of the arbitrary quantities \, [x, in the equation

xX^i + 2/ (X +;/,) + ^ = - 4% {'pqy (p^q^ +p^qK).

To prove this result we may either proceed as before, first shewing this

equation to be of invariantive character and then considering a particular

system of coordinates for which the coordinates of the point {x, y, z) are

known ; or we may proceed directly as follows, with the notation of

symbolical algebra. Writing a^ = Oi^x-i^-\-OL^_^x^, and differentiating the equa-

tion '^r,^ = Px<lx three times with the operator Zid/dxi + z^d/dxo, we find

20 aa,3a/ = pcc^q^' + piq^' + 9 {px^pz qxqi + pxpi • qxqz) \
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but

{xzf (pqf {p^qz +2hqx) = {Vxq/ +Pzqx - ^PxPzqxqz) {pxqz + Pzqx)

=Px''qi \-piqx - {px'pz • qxqz" +PxPz • qx^qz) ;

write now ^-1 = 1, x.^=6, 2^ = 1, z.2 = 4>, with pg-^ ^ 0, p^^ = 0; thus

20ae'V = - 9 (6'<^)^ {pqY {p^q^ + p^qg),

and the result to be proved becomes, in the particular case when the arbitrary

quantities \, fx are replaced by 6, cf),

which is of the form of one of the six planes passing through the point

whose coordinates are stated to be given by the formula. The result is

then obvious.

One further remark must be made ; the transformations of the surface

V so far employed have changed the nodes which are at infinity among

themselves, and the finite nodes among themselves ; there is, however,

geometrically no such essential separation of the sixteen nodes into these two

sets, any two of the sixteen being equipollent (gleichberechtigt). We do not

stop now to prove this, as it is unnecessary for our purpose ; it will appear

incidentally below.

16. Associated with the surface V = 0, which in future we may call

Kummer's surface, is another surface, also of the fourth order, having a point

to point correspondence with Kummer's surface, but in some respects

simpler; to this surface, called Weddle's surface, we must, for the sake

of the periodic functions by which it is expressed, devote some remarks.

If as before K denote the matrix whose determinant is V, each of the

four expressions denoted by K (^, rj, ^, r), of which for instance the first is

(p. 56)

- aol^ + 3ai77 + (- Sa. + 2z)^+ (a^ - 2i/) r,

is linear in x, y, z. We can then write

K{lv,i;,T)=W{x,y,z,l\

where W is the matrix

W= / 0, -2t, 2^, - rto| + Sai77-3a2^+ a^r

Sa2^ + 9asr) — 9(X4^+ Sa^r

tts^- fia^r} + Sag f - a^T

and the Weddle surface is that expressed in homogeneous coordinates f, rj, ^, r

by the vanishing of the determinant of this.

We have denoted by | = /x|' the general transformation of ^, rj, ^, r, con-

B. 5

0,
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sidered here (p. 58) ; denote similarly the general transformation of x, y, z,

^y (a;, y, z,\) = m {x, y', z, 1). We have seen that with

and

Qi=- ^of^ + Qdi^v — 6(22^^ — dcL^Tf + 2a.3^T + 1 d>a.^7]^— Qa^TjT - 9ai^'^+ (jci^^t— a^r^,

the expression xQ^ + yQ. + zQ.^ + Q^, is unaltered by this transformation ; thus

if Q-L, Q'2, Qi, Qi be the transformed values of Q^, Q.^, Qs, Q4, we have

(Qi, Q2, Qs, Qi) = 'in{Qi, Q2, Qs, Qa)- Also if W denote the transformed form

of W, namely the matrix whose first row consists of the elements 0, - 2t',

2^', — cio^' + ScIj'tj' — Sa/^' + figV, we have, as we have seen that K' = jUK/x,

W'{x',y',z',l) = K'(^',v',^\r') = ^Kfi^' = p,K(^,V,^,T)=^flW(x,y,z,l)

= ilWm{x',y',z', 1),

and hence W = ]i Wni,

whereby every element of W is expressed as a linear function of the elements

of W
',
and the determinants \W'\, \W\ are equal.

Considering the cubic curve in space expressed by

f _ V _^ ^ '^

1 -0~e' -d''

and in particular the six points Oj, 0.2, ..., Be upon this, where 61, do, ..., 9^ are

the roots of the equation

tto + 6ai6' + 1 ba.26- + . . . + a^d^ = 0,

the cones Qi = 0, Qq, — 0, Q3 = contain the cubic curve, and the cone Q4 =
passes through the six points, as is obvious at once on substitution. The

quartic surface expressed by jTl^i = 0, or, as we shall write, VI — 0, may be

regarded as arising by the elimination of x, y, z, 1 from the four equations

8Q/a^=0, dQ/d7) = 0, dQ/d^=0, dQ/dT = 0,

where Q — 0, denoting

is the most general quadric through the six points ; it is thus the locus

of the vertices of quadric cones containing these six points. The cone formed

by joining any point of the cubic curve to all other points of the curve

is a quadric cone ; the surface H thus contains the cubic curve. A degenerate

quadric cone containing the six points is formed by any pair of planes

of which one contains three of the six points, and the other the other three

;

thus n = contains the ten lines of intersection of these pairs. And if any

point be taken on the straight line joining two of the six points, a quadric

cone can be constructed with this point as vertex to contain the six points

;

the surface II thus contains also the fifteen joining lines of the six points.

Also each of the six points is a node on the surface, as may be seen directly
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by taking such a transformation as makes one of the roots B of the fundamental

sextic become infinite, and verifying that if a,; = the equation 12 = contains

no term in t^

These properties are derived by regarding
j
W

]

= as arising from the

assumption of the consistence of the four equations expressed by W{x,y,z,\^-=^.

We may however regard
|
TT

|

= as arising from assuming the consistence of

the four equations expressed by TT (|^', ?/', ^', t') = ; these are the equations

r8Qr/3^ + VSQr/9^+ r9Qr/9^+TaQ,/8T = 0, for r = l, 2, 3, 4 ; they express

that the polar planes of (|, 77, ^, t) in regard to the four quadrics Qi = 0, Qa = 0,

Qg = 0, Q4 = are concurrent, or that the points (^, 77, ^, t), (^', 77', t,' , r) are

conjugate to one another in regard to all the quadrics passing through the

six base points, and as they are symmetrical in regard to these two points

(f) and (^'), the surface 12 also contains (^', tj
,
^', r'). If we put

i^= 6|77^T - 4^3^ - 477V + St;-^- - pT-,

so that -^^=0 is the developable surface generated by the tangent lines of the

cubic curve ^/l = — r]/d = ^/d- = — t/O'"^, it is at once seen, by evaluating the

minor determinants of the elements of the last column of the matrix W, that

^', 7)', t,', T are expressible in terms of ^, t], ^, r by means of

i- = _^^ = _£_ = _!_

so that the equation H = can also be expressed by

dQdF_ldQdF ldQdF_dQd;F_
d^ dr Sdrj d^'^S d^ drj Br d^ ~ '

wherein Q is the general quadric through the six base points ; and as this

relation is merely an identity when for Q are written either Q^ or Q^ or Qs

it is sufficient, to represent 12, to write Q^ in place of Q. We may interpret

this form geometrically by introducing the line coordinates, l = hc —h'c,

vi = ca' — c'a, n = ab'—a'b, l' = da' — d'a, m' = db' - d'b, n' = dc'—d'c, of the

line of intersection of two planes

a^+bn + c^+dT = 0, a'^ + b'r) + c'^+ c^V = ;

then the equation expresses that the polar plane of (|, 7;, ^, t) in regard to

the developable F=Q, is intersected by the polar planes of (^, 7;, ^, r) in

regard to all the quadrics Q = 0, in lines belonging to the linear complex

; + 3^' = ; and {^', 7;', ^', t) is the pole in this complex of the polar plane of

(l> ^7. ^; t) in regard to ^= 0. Putting

^ _ V _
dF _ldF~ ~'^'

dr Zdi

5—2
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it can be proved that

hence it follows that the joining line of (^, t), ^, r) and (f, tj', ^', r') has for

its intersections with Qi = the same two points as with Qa = 0, and with

Qs = 0, namely is a chord of the cubic curve |^/1 = — iqjO = ^/6" = — rj6^ ; it is

divided harmonically at (^, 77, ^, r) and {^', 7]', ^', t')*.

If Qj = 0, Q2 = 0, Qs = 0, Q4 = be any four quadric surfaces whatever, the

conditions that the quadric Q — ccQi + 2/Q2 + ^Qs + Q4 = should be a cone with

vertex at (^, rj, ^, t) are expressed by the four equations such as

xdQjd^ + ydQM + ^^QM + 9^4/9? = 0,

which we may denote by W^ (a;, y,z,l) = 0, or W^ (w) = 0, where W^ denotes

a certain matrix ; if O =
|

TT^
|

, the equation 12 = represents a quartic surface,

the Jacobian of Qi, Q^, Q3, Qi. When this is satisfied the four equations

expressed by Wi{^') = 0, obtained by multiplying the rows of 11 respectively

by ^', r]', ^', T, can all be satisfied, and the points (^, rj, f, t), (^', ?/, ^', t') are

conjugate in regard to all the quadrics Qi — 0, Q.. — 0, Q3 — 0, Q^, = 0. We can

write W^ (a)) in the form K^ (^), where K^ is a symmetrical matrix, and when

Q = is a cone, the parameters (x, y, z, 1) are the coordinates of a point on

the quartic surface \Kx\ = 0, It can be shewn that, under this condition, the

polar plane of (^', ij', t,', t'), in regard to this cone, is the tangent plane of

n = at (I, 77, ^, r) = 0. For putting down the relation Wt (^') = for

consecutive corresponding points (^ + d^), {^' + d^'), we have to the fi.rst

approximation

leading, by W^{x) = 0, if {x) denote {x, y, z, 1), to

i^c^i (r ) {x) = - F| (^r) (^) = - T^i {^) (dn - o

;

thus the arbitrary increments {d^) satisfy a linear equation

Ad^ + Bdv+Cd^+DdT = 0,

in which A, B,C, D are definite functions of (^, 77, ^, r) ; the tangent plane

of n = at (^, 77, ^, t), if (X, F, ^, T), or (X), be current coordinates, is thus

or X
'

8Qi (r) , ^,
dQ, (r ) , ^ 9(^3 (D ,

8Q4m + ...=0,
af ' ^ a^' ' af ' af

which is the polar plane of (|') in regard to the cone xQi + yQ. + zQs + Q4 = Of.

* It is easy to see that the tangents of the cubic curve belong to the complex 1 + 31' = 0, and

that any point of this curve and its osculating plane are pole and polar plane in this complex.

For this complex cf. Eeye, Geometrie de Position (Chemin), Deux™'' Partie (1882), p. 114.

t The quartic surfaces fi = 0, \K^\=0 are considered by Cayley, Collected Papers, vol. vii,

p. 160. The above construction for the tangent plane of the Jacobian is proved geometrically

for the case of four quadrics with six points common by H. Bateman, Proc. Lond. Math. Soc,

New Series, vol. iii (1905), p. 232.
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Pass back now for a moment to the functional relations; the general

differential equations of p. 49, if we differentiate that one involving ^^2222 in

regai-d to Ury, and that one involving ^2221, in regard to u^, and then subtract,

lead to an equation linear in ^22, ^21, fu, and also linear in g>o„2, ^001, g>2ii. <^u\\

and there are four equations similarly obtainable; replacing ^00, ... by .*, ...

and g?222> ••• by ^, ..., these are the four equations expressible either by

K (I, rj, ^, t) = 0, or TT {x, y, s', 1) = ; thus the surface V =
|

itT] = is satisfied

by writing x — ^.^^X'^i), y = ^^i{u), z = ^n(u), and the surface il = \W\ = is

satisfied by writing ^=^-222(u), v — ^-m.iu), ^=^2ii(^0. t = ^iii(*0- Either of

these two sets of functions can be expressed algebraically in terms of two

parameters ; see above p. 40, and below p. 77.

17. With a view to having ready to hand concrete geometrical inter-

pretations of certain functional relations which will be subsequently obtained,

we desire to give now the proof of a group of birational transformations of

which the surfaces V = 0, II = are each susceptible. The relations expressed

by W {x,y,z,l)= K (|, 77, ^, t) = establish a point to point correspondence

between these surfaces ; we shall prove the transformations for the surface

Q = 0, and thence deduce the corresponding formulae for V = 0.

Put, as before

Q, = 4(7;T-n, Q2 = 4(^r-^), (?3 = 4(r^-T),

and P4 = Q, + I aiQ^ + i a^Q^ + | ftaQs

= — «oP + 6^1 ^j; — loaoT}^ + 20a.7]^— loa^^- + Gag^r — cIbT^

so that P4 = is, equally with Q4 = 0, a quadric passing through the six base

points, which becomes, for

ao = A,o> 6ai = Xi, 15a2 = X2, 20a3 = \o, 15^4 = ^4, Gag = 4, €1^ = 0,

reduced to P4 = - Xof^ + Xi^v - >^2T + \v^- ^4?' + 4^t
;

while, correspondingly,

W 1
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- 2ti 2^1 - Xo^i + J>^i^i \ (- Q.^. Qi. ^4, - Qs) = 0,

2ti 2^1 -477i iXi^i-Xo'^/i + ^X.^j

-4^1 27/1 2|i lX3r;j-X4^i + 2Ti

2771 -2fi 2^1

where P4 lias the form given above. We have denoted the general matrix

from which this is derived by Tf, and its determinant by XI ; we shall denote

this matrix, with ^, 7/, t,, r for variables, by w, and its determinant by co,

indicating the substitution of (^1, t/j, fi, Tj) for (^, 77, ^, r) by writing w,

instead of w; similarly Qi'^*, Qa*^', etc. will denote the result of substituting

^1, ... for ^, .... We may suppose fj = |, 771= 77, ^1 = ^. We are to prove

^u, (- Q„ Q,, P„ - a) = 0, = .. (- Q,'^ Qi<^ P4W, - Q3W)

:

it is at once found, with |i = ^, »7i = »?> ^1= <^> that

Q^u, == Q, + 477 (ti - t). a<^' = <?2 - 4^ (ti - t), g^'^' = Q3, ^4*^' = P4 + 4r (ti - t),

or say

(- Q.*^ QI*^ P.^'\ - Q3<^') = (- Qo., Qi, P4, - Qs) + 4 (ti - t) (^, 77, ^, 0)

and that w (l 77, ^, 0) = - ^ (Q^, Q.^, Q„ 0)

;

hence

w; (- Q.w, Qa<^ ^4'^ - Qs'^') = w (- Q., Qi, P4, - Q.) - 2 (ti - r) {Q„ Q,, Q„ 0)

;

now, since ^Q^ + vQ2+^Qi = 0, we may put

w (- Q,, Q„ P., - Qd = {2N^, 2N,, 2N„ 0),

where Ni, No, JSfs are certain cubic polynomials in ^, 77, ^, t; then since

we have
2 (iV^i? + N,v + N,0 = IV (- Q,, Q„ P„ - Q3) (^, ^, ?, t)

= ^(^,77, ^, t)(-Q„Qi,P4,-Q3)

= (Qi,a2, Q3,P4)(-Q., Qi,P4, -Qa)

= -QiQ2 + Q,Q: + Q3P4-P4a
= 0,

as well as

thus identically

N,Q^ - N,Q, _ N,Q, - N,Q, ^ N,Q,- N,Q,

. ^ V ? '

and we find in fact on computation that these fractions are all equal to — 4&),

where w is the determinant of w. Thus, when f, 77, f, t satisfy the equation

G) = 0, we have
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But when both (|, r], ^, t), and (^, r}, ^, Tj) satisfy the equation &> = 0, or

we find, by an easy calculation,

On the whole then we have

w (- Q,'^ Q,^'\ P4W, - Qs'^') = (2iV^i, 2N,, 2N,, 0) - 2 (r^ - r) {Q„ Q„ Q„ 0)

= 0'

as we desired to prove.

This result relates to the case when the fundamental sextic has the form

\o + \^x + ... + X^cc;^ + 4a;', and the points (^, rj, t„ r), (^1, t/i, ^j, Tj) are collinear

with the node (0, 0, 0, 1) of tw = 0. By transformation we can obtain the

corresponding result when the fundamental sextic has its general form and

the two points considered are collinear with any node of II = 0, and thence

again the result for w = when the two points considered are collinear with

any Apde of this.

Attach dashes to the variables which have been used in the preceding

verification, and so write the result obtained,

where j = , —\

10
1

0-10
Now take (^, r), ^, r), (^1, t?!, ^1, Ti) collinear with any node

of n = 0, where \^ is any root of the sextic

= ao^^ + 6ai>/r5 + 15aoi/r* + 20a3-v|r=i + loa^y\r"- + Gagi/r + a^ = 0,

and take four coefficients of transformation Xj, X^, yUj, [Mo, defined by (p. 51)

A2 = 0, IX, = /jL,ylr, Xi/io = 1 , 4>fxi-' = 6a,ylr' + ... = F' (f);

put also (pp. 57, 69)

= mP'= / V -2A,i/Ai fii" \ / 1 faA-a/

-XjAo Xi/io + Xo/ii — yu-i/t^a 1/ 1 l^ctA'a/

A2- -2X2^0 ^.,2 )l 1 fttA^V

oi/\oooi
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and (f, r), ^, t) = /i (^', V. ^', t'), (|i, 171, ^i, Tj) = /i (f/, 77/, ^/, t/),

the matrix yu. being given explicitly in terms of Xj, /Aj, \^, fx^ on p. 57 ; then

/ZTF?w. is of the same form as the matrix W but has coefficients a/ =c/L)^~^ai^

in place of a,., and variables (|^', 7;', ^', t') in place of ^, 77, ^, t (p. 66), and

flWmP' or /xIFot is of the form w (p. 69) in variables (|', 7;', ^', t') and

coefficients

/V-o = Oo' = aA^ ^1 = «/, . • , X.4 = «/, ^5 = 4, Xg = ;

thus we have

further Qi, Q2, Qs, Q4 being as on p. QQ, m{Qi, Q., Q^., Q4) is (Q/, Q/, Q/, Q/)'

in the variables (|', 7;', ^', r), as we have seen, so that P'm{Qi, Qo, Q3, Q4) is

(Qi, Q2, QI, P/) as on p. 69 ; thus

(Q^', q:, q:, p:)=^{Qi, Q2, Qs, Q.).

Hence, the equation

is the same as

llW,^j^{Q„Q,,Q„Q,) = 0.

In passing from the variables a;, y, z to x
,

y', z, and thence to

(X, Y, Z) (p. 60) we have put successively {x, y, z, 1) = m{x, y', z, 1) and

{x', y', z',\) = P' {X, Y, Z, 1), so that (x, y, z, 1) = ^ {X, Y, Z,l); put

ry = ij= , -i

i

i

-i

so that, as we see easily, 7^= 1, and define a matrix Tq by means of

Vg~^ = T^rj^ = -377"^^, or 7 = "^Vg-ST,

SO that r^"^ is a skew symmetrical matrix whose elements are functions of the

quantity 6, where = -v/r-i, and

ao + Qa,e + Uao^e^ + . . . + a6<9« = 0,

and, if

(^1, Vl, Zl, 1) = t!l(Zi, Fi, ^1, 1), {X., 2/2, Z.„ 1) = CT (X2, F2, ^2, 1),

TeC^i, 2/1, 5^1, 1) {x^, 2/2, ^2> 1) = Tfltn- (Xi, Fi, ^1, 1) . 'sr(X2, Fg, -^2, 1)

= sre'aj-(Xi, Fi, -^1, 1)(X2, F2, -^2, 1)

= 7(X„F„^„1)(X2,F2,^2, 1);

thus finally the relation above becomes, if we omit the factor Jit, whose deter-

minant is not zero, and multiply throughout by i,
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and here, as we easily calculate,

where

pp = -^^ pq = -yjr, pr=l, pp' = ^ (tto-v/r^ + Ha, -v/r^ + ^a.-yfr + a.),

pq' = -L (a^yjr'i + Qa^yjr^- + 1 2a2'^' + lOttg-f + ScO,

pr' = 1 (ao-^^ + 6a,ylr^ + 1.5a2-»|r3 + 19ao->/r- + 12a^y}r + Sag),

p = ^/-iF'if) = V-i(6aot' +...),

so that j9p' + g-^-' + 7t' = — 1

;

and this is the covariantive form corresponding to the case when (^, rj, ^, r),

(fi> Vn ^i> Ti) S'l'e collinear with any node ^ = — v/^ = ^/^^ = — '^/^'^ of 12 = 0, the

fundamental sextic being (6 = t/^"^)

«/ = F(^|r) = ao^jr' + 6a,ylr' + . . . + a^ = 0.

The forms of j), q', r' are given by the statement, easily verified, that if a
be an arbitrary quantity

2/9 {p'&- - qa + r') = (a/a^^ - a^'')/(o- - i|r) = a^'a//(o- - i/r),

where a^ = aj-»^ 4- a^, aa = ajO- + a2, ai'' = ao, a/ao = ai, etc.,

so that

a^^'a/ = 0-3 (tto-*/^' + 3ai>/r2 + Hcu^\r + a-^ + Sa^ (a^-f" + Sa.^/^- + 3a3->/r + ch)

and the whole matrix Fg is determined by the statement that, for arbitrary a,

2pr, (a^, - a, 1, 0), = 2p / 0, - r, q, p' ^ {a\ -a, I, 0),

r, 0, -p, q'

-q, p, 0, r'

-p, -q', -r,

= 2(.-+)(l,. + t,.t,-2^^)2(o—,/r)2y

To modify the equation WJ^e~^{Q,, Qa, Q^, Q4) = to the form suitable

for the case when the Weddle surface is <« = 0, we take any four consta7its

\,^2,H^y f^2 such that A-i/^s — ^a/^i = 1' ^^d put

X2' 2XoX, V -faA^a^'

1
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and

F{^\r) = {a,y\r + a,)« = (axi/.' + «^)« . {\, - \,fy = F, (^') . (\ - X,i/r)«,

where -v/r' = {fi2'^ — fJ'i}/(\ — Xoi/r)
;

then we find

r' —y g

— q'p' ?'

— p — g — r

where, with

we have

Piq' = - i (^0^'^ + \y}r'' + \,y}r'' + ix.^'),

py = h O^oV" + K^r'* + X^f' + \,y{r'-' + \,^|r' + ^\,),

SO that pp' + qq + rr = — 1,

and the equation JlW^Vf^ (Qi, Qn^, Q3, Q^) = 0,

written in the form

]iw,^.i^-'re-'^-K^{Q^, Q2, Q„ Q,) = o,

becomes (p. 72), if we further suppose (p. 51)

\o = 0, fii = fi^^fo, \P'2 = 1, Va"* = Ql-l'o'fo^ + ...= F' (-^jro),

where yp-Q is a particular root of F{'\lr) = 0, the equation

where 6' is any root of the sextic,

\ + \e' + \,d'" + ... + ^46''^ + 46''' = 0,

and Pi= —Xo^^ + Xi^r)—\2'r)" + 7^7]^—\^" + 4f^T,

the form of w being given on p. 70. This form includes the case when yjr' =

or ^' = 00 ; then

pi2 = -i(6X„-»/r'^+...+4) = -l, p, = -i, say,

p = 0, q = 0, r = i, p' = 0, q' = 0, r' = i,

and 7e'~^ reduces to 7~\

When -v/^' is not zero we have p^r' = — 1, and pip', piq' may be taken in

the forms
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Also, if o- be an arbitrary quantity, t= -, 6' = -r-,, and e^^j be given as

before by

4(6'- t)-^ e,, , = I (^ry [2X,, + X,,+, (^ + t)],
r =

we have Pi (jaV- — (j-' cr + r') = (o- — -\/r') crylr'ee', r-

And, if /(^0 = ^o + Xi^' + A.^'" + X,^'=' + X46'''' + 4^'^

we have p^^ = - ^F,' (f) = \^\r''f' {6')

= W^ (^1 + 2A.2^' + . . . + ^\,6'-' + ^Qd'%

or ^, = p,6''^=VT7^),

so that

K,q' = ^ i^X^d' + \e'-' + ^d'% K.r = - d\

If (^1, T/i, ^i) be a point determined from (^, t;, ^, t) by

where C is a number, so taken that the fourth quantity on the right, as on

the left, is unity, the fundamental equation (p. 72)

gives Tfi(a;i, 2/i, ^1, 1) = 0,

so that (a?!, y^, z^) is on the surface V = 0, and is the point previously (p. 65)

associated with the point (^i, r]^, ^i, Ti) of fl = 0. In the same way the point

{x, y, z) determined by

{x, y, z, 1) = c,r-^ {Q,^\ Q.j\ Q3<^ Q4'^0

is on V = 0, and is the point associated with (|, r], ^, r). The tangent plane

of V = at (x, y, z) is (p. 59), if X, Y, Z be current coordinates,

XQ,+ YQ, + ZQ,+ Q, = 0,

and contains the point {x^, y^, z^ if only

cr-^ (Qi, Q„ Qs, Q4) (Qi, Q., Qs, Q.) = 0,

which is satisfied identically in virtue of the skew character of r~^. Thus

each of the points {x, y, z), {x-^, y^, z^ is on the tangent plane of the other,

and their joining line is a bitangent of the surface V = 0. We shall call

(^1, 2/1, z^) the satellite point of {x, y, z) associated with the root -^ of the

fundamental sextic which occurs in V, there being six such satellite points,

one for each root ; they are the points of contact of the tangent lines to the

plane quartic curve in which V = is intersected by the tangent plane of V
at {x, y, z), drawn from the double point, (x, y, z), of this curve ; denoting the

X 11 z
equation of V = in homogeneous coordinates x, y, z, t, when -

, t ,• 7 have
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been written for x, y, z, by F{x, y, z, t) = t^V, the satellite point is determined

(see p. 59) by

Kx,,y„Zuh)-^
Va^-' dy' dz ' dt J

'

In particular when the fundamental sextic equation has an infinite root,

and / denotes what F becomes when we put ar, = l, ag = 0, and at the same

time put X, y, z, t for x-^a^t, y-^a^J, z-^ad, t, the satellite point of

{x, y, z) corresponding to the infinite root is (see p. 70)

(^1,2/1. ^i.^i) = 4 / -1 \ {Q„ Q,, q., P:)

10
1

0-10

dy

and the tangent plane* to f= 0, or say A = 0, at (x, y, z) is

Xy^- Yx,-Z+z, = 0,

in terms of the satellite point (xi, y^, z^) ; it can, as we have found the matrix

7fl' (p. 74), be similarly expressed in terms of the other satellite points. This

equation arises below from the functional relations obtained
;
geometrically it

expresses that the tangent plane at {x, y, z) of A = is the focal plane of

(^1; Vi, ^-i) in the linear complex expressed, in line coordinates {I, m, n, V, m', n'),

by
n + n' = 0.

In general terms, the bitangents of V = are rays of six linear complexes

expressed by
T(X, Y,Z,T)(x„y„z„t,)^0,

or, in line coordinates, by

pi' + qm' + m' +p'l + q'm + r'n = 0,

where p, q, r, p\ q, r' have the values given previously (p. 73).

Two further remarks should be added. Taking the case when in the

fundamental sextic Xg = 0, Xg = 4, let x = ^^a (^), y = ^21 (w), z = g>ii {u),

^ = ^222 (u), 7} = ^221 (u), etc., so that A (^, rj, ^, t) = 0; let the satellite point

of (x, y, z) be denoted by (x, y, z') and (^', rj', ^', t) be determined to corre-

spond, so that A' (f, r,', ^', r') = 0, and f/| = t;'/?; = ^7^. With Q^ = 4 (t^t- C'),

Qo = 4 (7;^— ^t), Qs = 4 (^f — rf), and P4 as before, we have

oc _ y' ^' _^

" Any surface of which the tangent plane is z = ax + hy +/(«, h) satisfies a differential equation

z - px - qy =f {p, q). Comparing

Xp + Yq - Z + z -px - qy z=0 with A>2j (") - i'S'as (") - -^ + S'li («) = 0,

we have for the Kummer surface p= fp.^^{u) = y', g = - jSgg (m) = - a;', z-px - qy = (Pii{u), and
hence A(-q, p, z -2}x-qy) — Q, where A is the symmetrical determinant of the text.
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so that -y'^ + o(;''n + ^=0, -?/'?; + a,-'^+ t = 0,

while we also have, from the form of A,

-v/^ + ^7; + ^=0, -i/'^' + x'v' + ^' = 0,

and hence

^ ^ V ^ ^ ^ < ^ 1 .

x-x' y-y z-z xy' - x'y y {y - y') - x' {z - z')

'

If then

x'^t^' + t.;, y' = -t,'t:, s; = t,'^' + v', s,' = t,'^' + v',

we have

Si S2 c./ "^1 ^2 ^2 ^1 /

/ I /o / J. 'o

Si t-i—S.^ ti

f' — f
- t,'t,'^' - it,' + U) v' = v/'r - ^'v = K

and

= y'^-'f - (*•'' + y) V = ^'T - y'v' = -u{x^-yv)

so that

= -jT,

i -n ? -T '

which are to be compared with the formulae (p. 38)

In other words (cf. p. 40) the chord of the cubic curve

which passes through the point (^, t}, ^, r) of the Weddle surface, cuts the

cubic in the points 6 = U', 6 = U, where (^/, t^) are the hyperelliptic parameters

associated, not with (^, ?;, ^, t), but with its satellite point (^', m]', ^', t) ; so

that, if u' be the hyperelliptic arguments associated with this latter point, we

have

From the relations

-y'^ + x'7) + ^=0, -y''q + x'i;^-r = Q

we have

^dx' — 7) dy' = — {x'di^— y'dt] + dr), ^dy' — tj dx = x'drj — y'd^ + d^.

Also

.SiS, = (ii| + 7;)(^,^ + 7?) = -2/r + ^?7; + 97^ = -r^ + 7;^=-iQ3,

and s{'si = 16 (aj

-

1^ (% —Q (a.. — t^) (a. - Q ...{c — U) (c - Q,
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Avhere a^, a^, Cj, Cs, c are the finite roots of the fundamental sextic, so that, if

Pftj = y-\-aiX — af, etc., P«,' = y' -\- a^x — af, etc.,

we have Si^si = - 1 6P«j P^^ . .

.

further the cone containing the space cubic ^/l = — 7]j6 = etc., whose vertex

is at the point 6 of the curve, is Cg = 0, where

so that - Pa^'Pa.: ... = Qr'Ca,C,^... =Q-rQsGa,G,,C,,G,,C,,

and thus — = ...= j-.

r ^i(QsGa,Ga,...Y

Hence (cf. p. 43)

, _ l^'dx - rj'dy' _ J ^dx-ydy' _ Qj -x'd^+y'dy-dr

Qidy + Qod^ + Qsdr

and

7 , _— v'd^' + ^'dy _ Q'i^ X dr] — y d^ ]- d^

^ Qxd^ + Q,dv + Q,d^

i{QsGa,...)^

These are forms given by Schottky, Grelle, cv., 1889, p. 249.

Taking the expressions on p. 41 for ^"^, etc., it is found, for w = 0, that

p 16a-'

where o- = Qi [Xi ^77 — XgT/^ + Xg?;^- X^ (77T + ^^) + 8^t]

while 4a) = Qi[X2|?;-X3r72 + X477^-4^2-j

+ a[-Xop + Xi^77]

+Qa[- 2x0^77 +x, (^f +77-0- x,77^+x3r-x4rT+4T-^];

hence ^-^^
, = L9l^

-\(S{Q,Ga,...)-^ 16 a

or (QuC^, ...)2=-o-Q3,

so that Schottky 's forms for the integrals of the first kind are expressed so

as to contain only a square root.
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18. Consider now two matrices T^, F., corresponding to the roots ^^, -^^

of the sextic equation of p. 73 ; with the values for p^ ...p^ ... and Pi--- Ih • •

there given, we have, identically,

piPi {pip-i + qiq-2 + r{i'o + 2h'p-2 + qiq-2 + nr.^

= t/tj- (ao-*/^-/ + -Scfii/r./ + 8«oT/ro + a-^) + . . . + {a^^^{' + ida^-y^r^* + . . . + 'Sa^)

which is zero because yjri, -v/r,, are both roots of the sextic ; hence

r,rr'=/ o -r, q,

n -pi

- qi Pi

Pi - qi - n'

- r^)\ - q^q.^
-

p^p.2 qip-i - p^q. npn - p^r. - r-,q. + q^r.^

piq-^ - q^p-2 - ^'i^'2' - PiP-2 - qiq^ r^q-i - q^'r. npo^ - p^r^

pir-2 - r^P-2 qifo - rUh - qiq-i - piP-2 - r'i\ - q^p.,+ p,q.^

-qir./+7\'q: PiT^-r^p^ -piql+qiP-^ -PiP-qiq^-^r.,

from this it follows that we have the equations

v,T.r' + TTr' = 0, TrTo + rrT^ = o, {vj'.r'f = - 1 = (^^T,,)^

of which the others are the same as the first, either being equivalent with

what in geometrical phraseology is expressed by saying that the linear

complexes associated with Fj and To. are in involution, or are apolar.

Take then the correspondence (pp. 75, 76) of the surface V expressed by

,
.. ^_jdF dF dF dF\ . .

^

the sign = being used in place of =, to indicate that we disregard a common
factor of a^i, 2/i, z-^^, t-^; the geometrical interpretation of this correspondence

which has been given shews that, in virtue of

F{x,y,z,t)=0, F{x„y„z„t,) = 0,

this is equivalent with

, ,, J.
jdF dF dF dF\

if then we take

/ , x_P_V9^ dF dF dF\

that is (a-ia, 2/i2, ^12, «io) = FrTi (a;, y, z, t), (^12)

the equation Vr^T^ + Fr^Fo = gives

(^12, 3/12, ^12, ^12) = («2i, 2/21, ^21, ^21), (*•, y, z, t) = Fr'Fi («,.„ 2/12, ^12, ^12),
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and the equation (^12) determines an involutory linear transformation of the

surface V = into itself.

If we further put

(^l23, 2/1.33, ^123, W-i3 ^g^.^^, g^^^ , g^^^ ,

^^J,

and notice that any linear transformation

yx, y, z, t) = fi\Xi2, ^12, Z12, C12))

or X = huOCiz + ^122/12 + ^13^12 + huti.2,

y =. Aoi^i2 + K^i2 + /'23^12 + /i24*12,

dF , dF , dF , dF , dF ^

, (dF dF dF dF\_j/dF dF dF dF\
namely,

^^^^^,
—

, ^^, ^J
- f^

[^^ , ^, ^^ , ^ j ,

we shall have, as the transposed of the matrix Fi^^Fo is FoFi^^

It can be shewn that the matrix ra^TaFi"^ is a symmetrical matrix,

independent, save for sign, of the order of the suffixes, and that the trans-

formation ^123 is also involutory. To prove it a symmetrical matrix, notice

that its transposed matrix is

F,- F2 F3- = (- F -) (- F2) (- F3-O = - FrT2F3- = F -F3F2-,

because V.V.,~' = - T^rr', and this = - F3-T1F0-1 = F3-T2F^^ which is the

original matrix ; to prove it independent of the order of the suffixes 1, 2, 3,

notice that

r3-T2Fr^ = - F3-T,F2-i = - F2-T3Fr^ = F2-T1F3-1

= - Fr'F^Fs-i = Fr"F3F2-S

each of these equalities arising from the equations F^~^Fs = — Fg^^F^ ; to

prove the transformation involutory, denote it by

/ ' ' ' j/\ _ T^ _i ri T-i -1 f^^ ^^ ^^ dr \ -p, -p, , s

SO that
dy' dz' dt

fdF_ d_F_ dF 3^\ pp_i/9Z ^ 9^ ?^\
[dx,' dy,' dz,' dtj-'' [dx" dy" dz" dt' J

'

because F2F3~i is the transposed of Fs^Ta; then

(XV ^ t)=T-^(^^ ^^ ^^ ^^UF-TF-r^ ^-^ ^ ^^]{X,y,.,t)-L, (^^, ~, ^, g^j-ll I2I3 [^^., ^y,, g^,, g^J,

which, rearranging the suffixes, expresses x, y, z, t by the same functions of

*') y\ z', t' as does 4 103 express x, y', z, t' in terms of x, y, z, t.



ART. 18] The hirational transformation. 81

If for an instant we write

(^^123 J 2/l23) ^123) ^123) — / ft

' h
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correspondences is involutory, in the sense that they are respectively equiva-

lent with

{x, y, z, t) = Ti-^Tj(a;ij, yij, Zij, tij),

(.,y,..O.rrT,r.-.(||,,.),

If the writing of dF/dcc, dFjdy, ... be denoted by T, the symbols of the

32 points are

1, Vi-^T, Tf-%, VrVjVf'T,

or, if Vi-^T= Si, are, in virtue of ^^2 = 1 and S{'=1,

1, Oi, OiSj, SiSjSji;,

which, because SiSj^SjSi and 81828^8^858^ = !, represent a group of

32 transformations, every one equal to its inverse, and every two commutable

with one another. By application of all the operations of the group to any

one of the 32 points, all the other points are obtainable. The sixteen

operations 1, F^^Tj form a group by themselves; the sixteen points arising

from (x, y, z, t) by the operations of this subgroup, lie by sixes on sixteen

planes, of which six pass through every one of the sixteen points ; for

consider the plane represented, when X, Y, Z, T are current coordinates, by

Ti{x,y,z,t){X, Y,Z,T) = 0;

it contains w, y, z, t since Ti is a skew symmetrical matrix ; it contains

{xij, ytj, Zij, tij) provided

r^ {x, y, z, t) Vi-^Vj {x, y, z, t) = 0,

which, since the transposed of the matrix Ti is - Fj, is the same as

FtlVr,- (x, y, z, t) {x, y, z, t) ^ 0,

and is satisfied because Tj is a skew symmetrical matrix. The plane in

question thus contains the six points {x, y, z, t), (xy, ...) for j=^i; next

consider the plane

r,r-r3(^, y,z,t)ix, y,z,T) = o;

since the transposed of the matrix Fi-Tj is FgFj-^ and

F^FrTiFrTa (x, y, z, t) (x, y, z, t) = 0,

it follows that the plane contains the point Fr^a {x, y, z, t) ; and thence, as

FiFrT3 = F2F3-Ti= F3FrT2, and FiFrT3=F4FrT6 the same plane contains

the points

FrT3 {x, y, z, t), F3-T, {X, y, z, t), FrT, {x, y, z, t), FrT« {x, y, z, t),

FrT4 {x, y, z, t)
;

there are six planes whose coefficients are the four quantities F^ {x, y, z, t),

and ten planes such as that whose coefficients are the four quantities

FiFa^Ta {x, y, z, t) ; the six planes F^ {x, y, z, t) pass through {x, y, z, t), and
the six planes FiFs-T,- {x, y, z, t) pass through the point Fr'Fs {x, y, z, t).



CHAPTER IV.

THE EXPANSION OF THE SIGMA FUNCTIONS.

19. The differential equations denoted (p. 50) by

have been seen (p. 48) to be satisfied by an integral function

where ^{ui, u^ is a power series in Wi, u^ converging for all finite values of

these, and a-^, ttg, Ci, Cg, h are arbitrary constants. By choosing these constants

suitably Ave can introduce various simplifications into the form of the solution,

and then, as we know, by the formula here put down, the general integral, we

can obtain this by reintroducing the constants into the particular integral.

We have seen in particular (p. 24) that the equations are satisfied both by

odd and by even functions. Consider first an even function ; we have for

any values of u-^, u^, if cr, o-j, o-jo denote (t(u), dcr/dui, d'^ajduidu^, etc.,

^22 = - (o-<7-22 - o-2')/o-', ^21 = - (0-0-21 " cr^<ri)l<^\ f^ii = " (o-o-n - ol')/o-^

^•^222 = ~ (o""cr222 ~ 3o-(T20-22 + 2a^^)/a^, etc.,

so that, if o-(0)=l, o-i(0) = 0, 0-2(0) -0,

^22(0) = -C722(0), gJ2l(0) = -O-2i(0), gJn(O) = " CT^W,

g>222(0) = ^22i(0) = g?2ii(0) = ^m(O) = ;

the last equations shew that the values u^ = 0, M3 = make vanish all the

minors of the determinant V (cf. p. 59), so that the point is a node of the

surface V = ; it is however not at infinity since |>22 (0), etc., are finite ; and

denoting these last quantities, the coordinates of a finite node of the surface

V = 0,hy Wo, yo, 2o, the development has the form

cr (u) = 1 — ^(xoU2^ + 22/0^2^1 + ^0^1^) + terms of fourth and higher order
;

it will presently be seen that the terms of the fourth and higher order are

determined, from those of the second, directly by the differential equations

;

the series then represents one of the ten even functions before met with

(p. 24).

6—2
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Consider next the case of an odd function ; as then a (0) = 0, we have

also ^.?o2(0) = oo, ^2i(0) = oo, ^ii(0) = oo, and the point iti = 0, «2 = is at

infinity on the surface V = ; as we approach this point, however, the ratios

^2i{u) : ^21 (^) ' ^11 (^*)) being those of 0-0-22 — a-^ : o-o-o] — o-gO-i : aa-^^ — a-^, become

the same as a^ : a^cr^ : a^ ; now the terms of the fourth and third order in V
are easily seen to be

{xz — iff — a^(x? + ^a]pi?y — Sas {x^z + ^xy^) + ^a^ i^xyz + %f) — Za^ (xz^ + 4<y^z)

+ Qa^yz^ - a^z^,

and, for x = — (0-0-22 — <^i)l<^'^, etc., we find

xz-y^= [a (o-220-ii - 0-12") - (0-230-12 + o-no-a^ - 2o-2iO-20-i)]/o-^ = Pa-^, say,

so that V = is equivalent with

F" + tto (0-0-22 - 0-2')' + . .
. + «6 (O-O-Il - 0-1')' + O-'-H" = 0,

where H is an integral function of u^, u^, for o- = 0, 0-23 = 0, o"2i = 0, o^n =
this reduces to

— aoo-g® + 6aiO-2'Vi — lha<2(T^*a^^ + tOasa-^a^^ — loaicriai^ + Qa^o-^a-^ — a^ai^ = 0,

and the ratio 0-2 (0)/o-i (0) is the negative of a root yfr of the equation

Fi-f) = ao-yjr'^ + Qa,yjr' + Ida^-xlr"" + . . . + Ga.yjr + ag = ;

thus the terms of first order in the expansion of an odd function are, save

for a constant multiplier, of the form Ui — u^"^, and the values Mj = 0, 11.2, =
are associated with one of the infinite nodes of the surface, there being, as

we have also previously seen (p. 24), six odd functions. It will be seen below

that the terms of third and higher orders are directly determined from those

of the first by the differential equations.

We apply these results now, first to obtain some terms of any even

function ; we use for this the general form of the differential equations, as

affording the most convenient way of explaining the general method of using

the differential equations for the expansion of the functions : and then to

obtain some terms of the expansion of a particular odd function, which, for

several reasons, appears fit to be regarded as the fundamental sigma

function.

20. An even function is of the form

U, Uj U,

2! "*"4! "''6! '*' "'

where Ur denotes a homogeneous polynomial of dimension r in Ui and Wg; we
have expressed U2 above in terms of the coordinates of a node of the surface

V = 0, and we have previously found these coordinates (p. 64). It appears

thus that
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where puqu, or {piU^ +p2U^^{qiU^ + q^u^^ is one of the ten ways of writing

fto^^'i*' + Qa^Ui^u^ + IBa^Ui^iiJ + . . . + Qa^Uii^' + a^u^

as a product of two cubic factors. If, now, in the differential equation

i A,,Vo-' = i {a^y a,r/3h^ .<^o-'-^ a,,' (otA)- aa',

we equate the terms of aggregate dimension 2n in u^, u/, u,j,, Uo on the two
sides, we obtain, if we put

^ O O n

c?i = ;5— , d^= TT- , di = ,r—, , d.2 = ;r—
, , S = Ji^ d^ + lud^^, S' = /ii d-f + ludJ,

OUi Olh <^'<i GUo

the equation following, which we shall refer to as the determining equation,

U^U 271+2
,

U
+ ^ , /m . ^\ , +

2 ! (271 + 2) ! (2w + 4) !j

^ 271—i '-' 4

,
lap; a^ Pa

j^^i !
^

(2?i - 2) ! 2 !

^
(2^1-4)! 4!

'-In'-' 2n—2 '-' 51), I

+ ...

+
' 2 ! (2n - 2) ! (2n) ! I

- ah^ [ai" {di - d.42) - 2aia2 (^2^1 - d.d^') + Ws' {d^^ - d^d^)\

'J -211+2 U 2n'-' 2. ,
U 2'-' 271 .

f^ 2n+2 \ .

[(2w + 2) ! 271 ! 2 !
2

! 2w ! (27i + 2) !j

'

but, if ?7,. be a homogeneous polynomial in u-^, u^ of dimension r, which we

may write symbolically (jPi1*1+^2 '^2)'' or Pu^i we have

r\ {r — s) I'

and if in this we put u^ for hi and U2 for Ag, it becomes pul{r — s)\ or

?7,./(r -5)!; as in our differential equations the /ij, Ag are arbitrary and we

are to put u^, u^ for m/, U2' after differentiation, the substitution /ij = ttj, ^2 = ^3

after differentiation is allowable ; thereby, from

(g4 _ 433
g' + 3g2g'2)

U^U,'+UkU^'
^ ml kl

if both m and A; be greater than 4, we shall obtain

Urn Uk Ulc ^ _ 4 (
^rn Uk

_^
t^fc f^«

{m~^)\k\ '

(A; - 4) ! m ! V(m - 3) ! (A; - 1) ! (A; - 3) ! (w - 1) !

o / Urn ^fc
,

U]c Ur,

^(m-2)l{k-2)l (k-2)l{m-2)lj'

or say ^G.m,kU'7nUk,
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where

2Cm,fc - _
! (yt - 4) ! {m-\)\{k- 3) \^ {m-V)\{k- 2) !

4
+

(m-8)!(fc-l)! (w-4)!^!'

the same formula applies to cases where m, or h, is less than 4, provided it be

understood that terms which would involve in their denominators factorials

of negative numbers are to be omitted. In particular, if m = 2?i + 4, A; = 0, or

if m = 2?i + 2, A; = 2, we have

2r - 1 2r
1 i_. ^

^^^+4,0 -
(2w)!'

"^^'^+"'^ (2w-2)!2! (27i- 1) !
^ (2w)

!'

thus the left side of the determining equation has the form

^ TT , 1 w+i

where under the sign of summation no polynomial f/,. occurs for which the

suffix r is greater than 2?i + 2 ; from the form of the determining equation it

is thus clear that the differential equations determine C/2,1+4 in terms of

polynomials TJ^ of less suffix ; taking then, in turn, ?i = 0, n = \, etc., all the

terms of the expansion of the sigma function are seen to be determined when

those of zero and of two dimensions are given. It may be worth while how-

ever to enter into more detail as to the form of the right side of the determining

equation ; if U^ =Pu^^, U^ = q^, we have

^ m \
Uu' {a^^di - 2oc,a,d,d, + a,'d,')^ = ^ _ ^

{a,p, - OL^^p^Yp^^-^^^^^

this being a polynomial in u-^, lu of dimension m + 2, whose coefficients are

linear functions both of the coefficients in U^ and of those of the sextic a^^

or/; denote this by —:^^i (/ Um)^; further

a^^ [aH.d: - 2a,aAd^ + a^d^d^^ m\k\

becomes, on putting u-^, u^ for «/, iIq,

o

aM*(ai'p2g2 - OLia^P^qi - '^i^^Piq- + a^-piqi)Pu''~^qu~^
(m-1)! {k-l)\

or
(^_i)!(y^_i)! ("i') («?) ^uPu'^-'q^h\

where (op) denotes a^pz — a^pi ; we may denote this by

2



ART. 20] Case of an odd function. 87

then

when %i^, Un_ are replaced by w, , u<i , is equal to

it being supposed that neither h nor ??i is less than 2. The value assumed by

the other terras of the right side of the determining equation when u(, u^'

are replaced by u^, u^, needs no explanation.

The terms of second degree in the expansion of the sigma function have

been seen to be an integral covariant of the two cubics into which the funda-

mental sextic is split in order to define the particular even function under

consideration ; it is manifest from the previous work that the terms of any

other degree are also an integral covariant of these cubics,

21. If we attempt to apply the preceding method to determine an odd

function

TT U, U,

the differential equations will similarly determine

in terms of Ui, U^, ... , U^n+i ',
on putting, after differentiation, Ui, Uo for Ui, u^

and Ml, U.2 for h-^, Jh, this gives

tyity,«+3|^2-n-l)! (2n) !j
'

~
(2w)

!

thus the terms U^n+z are determined in terms of preceding terms, except

when ?2 = 2; namely U^ and ?7g, in succession, are determined from f/j, which

we have found to be of the form c {u-^ — ^u<^, and t/g, Uu, ..., without exception,

are determined from preceding terms ; but U^ is not so determined. It is

necessary then, presumably, in order to use the differential equations to

determine U^, to keep them distinct, that is, to abstain from replacing the

arbitrary quantities h^fh^ by ^1,1*2; it is to be remarked however that the five

separate equations are in general more than is necessary : after four differen-

tiations of a term UiU'^n+s + UiVzn+s there results, when Ui, u^ are replaced

by Ml, Mo, a binary polynomial of 2w dimensions in Mj, Mg ; thus each differential

equation gives 2w -|- 1 linear equations for the determination of the coefficients

of U^n+z, and the aggregate of the differential equations gives 5 {In -1-1) linear

equations for the 2% + 4 coefficients in Uon+z', these are known, by the theory

preceding, to be consistent, and that they are sufficient, except when

2w -I- 8 = 7, is shewn above ; but in general they are more than sufficient,

and it will be shewn below that when U^ and U^ are found we can determine
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the terms CT^ and U^ simultaneously, by equating terms of dimension six in

the differential equations, and this without utilising all the linear equations

given by the differential equations.

In order to justify this statement in detail, it is sufficient to take the

differential equations in the forms to which they are reduced by such a linear

transformation of the arguments u^, u^ as corresponds to a transformation of

the associated sextic to the form

this linear transformation of the arguments being accompanied by a

multiplication of the sigma function by an exponential e>iMi^+-B«iM2+Cw22

equivalent with the addition of certain constants to the second logarithmic

derivatives g?22> ^21. ^n ; this has been explained in detail in a previous section

(pp. 49—52). The forms obtained, which we shall utilise, were, writing x, y, z

for g>22, g>21, ^11.

g>2222 - 6^22' = k'^i + ^4^ + 4?/,

g?2221 - 6^J22F21
= ^42/- ^^^

g>22ii - 2^22^11 - 4^21- = \\^y,

g>2ni - 6^21 ^n = - A-o -\\^X^- X22/,

^^1111 - 6^11'' = - |Xo^4 + H^i^s - SXoa? + Xi2/ + ^2^

;

multiplying these by li^, ^hili^, ..., V. and adding, we obtain

= \F<j(t' + \A {di - dA') + B {d,d, - d,d,') + C(d,' - dj^)] aa',

where P = - X^h"- + ^XjiJh^ + {X^Xi - {X^X^) K\

A = XM - 2\hX^ - SXo1h\

B = 4/^2' + 4Xih^% + SXJiJ'Jh" + 4<Xji.A^ + XiV,

C=- 8h,'hi + Xjh\

With the general form of the fundamental sextic the linear terras in an

odd function have been shewn (p. 84) to be a constant multiple of Wj — '\jni2

where ^|r is n. root of the equation aayfr^' + Qaiyjr^ + ... +ae = ; with the trans-

formed form now under consideration one of these roots is zei^o ; we shall

therefore consider that particular function for which the linear terms, in the

notation now being employed, reduce to u^ ; any other is conversely derivable

from this by transformation. Putting

where f/sw-i is a homogeneous polynomial in u^, u, of dimension (2w — 1),
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with Ui = Ui, and equating terms of dimension zero in the differential

equation, we have

= [A (do" — d^d^) + B {d^di - d^d^) + G{d^" — d^d^)] u-^u^,

and hence — | S^ t/g . S' U^ = — CdidiU^Ui,

which, putting u^, u^ for u^, u^ after differentiation, and h^ = Ui, h^ = u^, gives

4 i[73^t^ = — 8w2^t<i + A-2'^*l^

or U-i = l^a'^i^ — 21*2^

Equating terms of aggregate dimension 2, in u^, lu, m/, u^, we have

(8' - «.8' + 38'^) (M^liM,' + Mi;)

and this gives, when we replace u^, uj and h^, h^ by u^, u^,

= ^PoUi" + Ao (- 2U2U,) + Bo (+ ui) + Go (i^aV - 1^2^!^ - H^2l^l^),

leading to

— 11^= 2X4^2'^ + fXa'Ma'*^! + 5)X2,uiu-^ + oXjWa^M]^ + 10\o**2^*i*

For the determination of U-;, as has been explained, a more laborious

process may be followed. Picking out the terms of aggregate dimension 6 in

Ml, Mg; Ui, U2 in the composite differential equation

(8^ - 48^8' + 38^8'^) o-o-' = iPo-o-' + . .
.

,

we have, for the determination of the 8 + 10 = 18 coefficients in U^ and C/g,

the 35 equations obtained by equating the coefficients of h<t~'^}i{ui~^u-^, for

r = . . . 4, 5 = ... 6
;
putting

71 71
C/7 = ^„ui + ^ ^1 ^2" Ml + ^ ,-^, E^uiui^- ,..,

b ! 2 ! o !

9 '

f/g = iToMo" + 9KiUiui + 2YW-, K^uiu^^ + . .
.

,

it is found that the 14 equations obtained, by taking the coefficients of

hiui~^u-^^, hih-^ui~^u-^^, for s = ... 6, that is, the first two of the five separate

differential equations, determine

Ho, Hi, ..., Hs, Ko,...,K^,

beside furnishing a single relation connecting Hj and Kq; the remaining

coefficient H^, of C/y, together with Kq, may then be found by taking the
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coefficients of h^h^ihUi in the composite differential equation ; and finally

the remaining three coefficients of C/g, namely K^, K^, K^, may be determined

by taking the terms in h.^h-^^u^^, h^^UoUi, h-^u^ respectively; and having

thereby determined JJ^ we may verify the form simultaneously obtained for

ZJg by putting, in the composite differential equation, after differentiation,

]i^=iu^^ h2 = U'2- Except as, perhaps, the best practical method, and to secure

accuracy, not all the work indicated is really necessary, since the covariantive

character of the expansions enables us to determine all the coefficients in U>!

from one of them, and similarly for the terms of any other dimension, as will

be exemplified in detail. Nor is it necessary to give here the actual

computation ; the results, found by the method, are

J?2 = - (2Xi + 1X0X4),

fTs =- (2Xo + 1X2X3 + 1X1X4),

H-! = u^Xa' + 3^2^1^2X3 - -y^XoX2X4 - |XoXi + fXoXs^ + |Xi2X4

for f/y; and for U^ are

K, = I6X2 - 6X3X4 - 2X4^

K^ = - 1X3^ - 8X1 - 4X2X4 - ^\\i\

J^'i = — 4X^X3 — 4X^X4 — |:X2X4" — 20X0,

J^Z = ~ 6X0X4 — -1X2X3X4 — |-XxX4^ — -1^X2^ — ^XjXs,

iv.4 = — X0X3 — X1X2 — XoX4^ — 4X1X3X4 — -1X2^X4,

ii-S = ~ 2'^1 ~ 32'X2"X3 — YgXiX3 — ^XoX3X4 — ^XiX2X4 — X0X2,

Kq = — 32'^2^ ~ T^-XiXsXg — -1X0X2X4 — 2X0X1 — fXoXg^ + ^Xi^X4,

K, = - 10X0^ + 1X0X1X4 - ^XoXaXg + -1^X12X3 - 3^2^!V,
K^ = - ^\\i + 1X0X1X3 - 4X0-X4 + 8X1^X2,

-"-9 ~ 2'5F^2 + f Xi + -04^X1X2^X3 — yg-XoX2"X4 g-XflXiXa + 3X0X2X3^

+ 1X1^X2X4 + ^Xo^Xs - ^Xi^X32 + 1X0X1X3X4 - 1X0^X4^

22. The simplicity of the forms of the differential equations which have

just been used arose partly from the addition of certain constants to the

functions ^22, ^21, ^u (see p. 52); we introduce now the more general

function

ax = e^a, H = —^^ (X4 ui + 1X3Wj w, + X2 u^^),
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and write

so that

-"0 = 1} -^1 == yo^4) -^2=47T^3i -^3—40^2) -"4 — 2(7^1> -^5 — 4^05

putting <r^=F, + F,+ F, + ..., = .^(c/, + ^; + |^^+...),

where each V denotes a homogeneous polynomial of the dimension indicated

by its suffix, we have

and so on. The forms Fi, Fj, Fg, ... are then unaltered by any transformation

U.2 = U.2 + hu/, Ui = m/,

provided the correspondingly changed values Aq, Ai, A/, ... are also intro-

duced, those namely given by

Ao {u2 + hu,y + 5A,« + /'«/)* u/ + ... = AqU^^ + bA-^u^*u^ + . .
.

,

or Ar =Ar-^hhAr + ^h?PAr + ...,

where

Now if

F(^o',^/, •..,<, <,...)= F(^o, ^1, ...,M2, 1*1, -..X

then, as u<l — u^ — hu^

,

\B-u^^jV{Ao, A^, ..., U2, Wj, ...) = 0;

thus, if F„i = PuU./^ + mPiU^'^'-Hi^ + ^m{m~ 1) P^u^^-^u^^ + ...,

we have hP, = 0, BP, = P„ BP,= 2P„ ..., SP^ = mP,n-i,

and so F„, = fi + ^^ S + 1 ^'
S^ + . . .) P,,^ -,

which we may denote by

Y _gwr'«25p ,„

When we carry out the changes of notation we find in fact

ax (Ui ,u^) = (l + u{-^u^h + — wrWS^ + . . .

J

o-^ (Wi , 0),
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where

a-K (u, 0)=u- ^AsU^ + ^ (BA^Ai - 3^3^ - 2A,A5) v?

+ -j-ig (67^3^ + eO^Ms + 75A,A,' - 66A,AsA, - 135^2^3^14 - A,A,) vl

+ 45V6 {250^4/ + 2910J2^3'^4 + 27QA,AMn + lOSA^A,' + 900^1^.2^14^5

- 1171^3"- 348^3^4^45 - 900^1^3^4- - 1125.42^^4' - 180AM,^
- 720^22^3451 u'

+ etc.

The full values for

<Tk(u„ U,)= F1+F3+F5 + ...

are

Fi = Uj, Vo = - ^{ui + S^iMa^Mi + SA^U^U^"" + AsUi^),

V, = ^u, {3 (A,' - ^2) u,* + 6 (A^A^ - A,) u^u, + (SA,' + 2A,A, - hA,) u^u,^

+ 2 {A^A, - A,) u^u^ + (- 3^3' + 542^4 - 2A^A^ V},

V, = -^-^{A^^- A^u^ ^-^-^{^^A^A^-2A.-^A^)uiu^^\{^Ai~A,-%A^A^uiu^^

+ JL(2342il3 - 1041^4 - ^5 - 34^3 - '^A^Ai) u^W

+ ^8(2343^ - 10^2^4 - 3^2' - 4.41^5 - QA.Ar^As) u,W

+ l{5AsAi + 2AMr, + 341^3- - 442^5 - oA^A^A^ - AMs) u^W

+ 7^(1044^ + QA.A^A, + 9A^As^ - 10A^A, - 1542^44) W2<

+ j^^{Q1As^ + 6042^^5 + 75A,A^' - QQA.A^A, - 135^2^344 - AA,)V

;

while

V, = ^{A,-SA,A, + 2A,^)

+^ (214^^ + 164,^3 - 344M2 - A,' - 2A,)

?y ^?/ ^

+ -~^ (- SoA.A,' + 2IAM2 + nA,A, + ^AMs + A,A, - A,)

+^ (- 39^2^ + 21AMi - 10A,A,A, + QA^A, + 13^2^4 + 54^4

V^Ai-QA.A,)

+^ {^A,Ai - UA^^A, + 'ZAM.A, + 104,42^4 + ^3^4 - 34^5)

+ -^(342^ + 12^142^3 + 304^2^4 + 443^5 + 2042^4+404143^4

- 544^ - 624243^ - 12A,A,A, - 124^5 - 184^3^)

+^ (- 54^442+ 304o4344 + 204^4345 - 184^,45 + 4>5A,AMi
54

- 274i4243- + 340=^43 - 24445 - 3143^ - 1542^45)

+^ (854,44^ + 1^2AMsA, + 2704i424344 + 10542=^44 + VIA.A.A^

- 7.543M4 - 6342-43^ - 16424345 - 162A,AMr, - 1344i43*

- 445^^- 15041^442)
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12d
- ^1A.M - 31^3-^5 - 4^1-45^ - 1hA^A.Ai - 6O4.M5)

+ -^ (250^43 + 2ni04243'-44 + 2764i43'4.5 + lOS^,,^.,^ + ^{)^A^A.A,A,,

-\Vl\A.,'-'6\9>A.,A,Ar,-S)mA^A.,A^-\YLhA,iA^-\mA^A;-

-I^^AiA.A,).

23. From the expansion which precedes we can obtain that of any odd

function in terms of variables ii-^ , u^ associated with the general form,

ao^i'" + ^a{Ub-[^u^ + . . . + a^u^^,

of the fundamental sextic; for this we have only to write

ifj = m {u-[ — "^ui), u^ = nui ^pu^,

where m{p+ n-v/r) = 1, and change the notation for the constants by means

of the identity

4m (mj' - i/rwa') {A^m^ (m/ - y^u^y + . . . -f A^inu^ +pu.iY] = aoV + . . . + aei*/"-

Instead of doing this we shall obtain, as far as the terms of the third

degree, the expansion of any other odd function than that considered above,

for the reduced case when the differential equations have the form given by

+ C (di" - dA')] 0-0-'

;

U; rr Us
puttmg a=Ui — y\ru^ + ^+..., =Ui + ^^ + ... ,

and equating terms of zero dimension in u-^, u^, u-^', u^ on the two sides of the

equation, there results

(84 _ 4g3g' + 3g28'2)
U,U:+U,U,' ^ ^^ ^^^3 _ ^^^^,^ + . . .] [7^ jj^^

leading, when u^ , u.^ and hi, h^ are replaced by a-i, u^, to

where ^o, ^0, C'o are the values of A, B, G when A,, h^ are replaced by u^, u.^;

the right side is found to be of the form

(Ml - fu.2)H - SuiU^' (\oi^' + Xi-vlr* + \2-f'' + '^sir^ + '^if + 4) ;

as yjr makes this last quintic function vanish, we therefore find

- 4 f/3 = ui (X.yjr - 4) + 3 U^'al^|r (\,^|r' + X^-f' + X^-f + X3)

+ Su^Ui'yfr (Xof' + X^yfr + X,) + U^^ (SXo"*/^' + Kf " ^2)-
'

24. As a last example we find the terms of the fourth order in an even

function with the same reduced form of the sextic and differential equations.
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As in the general case (p. 83), if the constant term be taken to be unity, the

terms of the second order will be —^{xoU2^+ 'iy^u^Ui \- z^u^), where

*"o = ^22(0) = — 9^ log o- {0)jdui, etc.,

are the coordinates of one of the finite nodes of the surface A = ; equating

terms of zero dimension in the differential equations, we have, if

(B^ - Wh' + 3W) (^^i±^' + M^) ^^P + {A idi - dA') + . . .}
^^'

,

leading to

= M2* (Sa^o^ + \Xi + \iXo + 47/0) + 4w.2^Mi {^x,yo + X42/0 - 2^0)

+ &uiu^^ (oSoZo + 23/0' + i^syo) + 4^U2Ui^ (82/0^0 - ^0 - i^i^o + >-2/o)

+ Uj^ {SZJ" - ^\Xi + i^As - ^\Xo + \yo + ^2^o)-

It will be noticed that in the coefficients of the powers of u^, iii here, the

linear and constant terms are the same as in the fundamental differential

equations of p. 88. The reason for this will appear below.

25. In the preceding expansions the arguments have throughout been

denoted by Mj, u^; they are not the same in the various cases; in order to

give clearness some remarks may be made. For the function

^ (11) = Vg"'*^ + ^'**'" + ^^r^™'^

the coefficients x^, y^, z^ in the expansion

^^ = 1 - \{x^ui + ly^UnU^ + z^u^-) + . .

.

are the values of ^^22(0), ^.?2i(0)) ^"^nCO), where ^22(m)= — ^Mog^(^()/^^t2^ etc.

We have proved (p. 38) that if, with 6" = Xo + ^1^+ ••• + 4«'> =/(0>

/"*' dt P^ dt /•*' tdt r«^ tdt
""'-] 7"^ 7' "•^- "7"+ 7~'

where the sign = means that additive integral multiples of periods are dis-

regarded, then

ti + t2 = ^2-2 (^0. tA = - ^21 (ii), F{t^, Q - 2sis, = 4 (ii - ^2)' ^11 (u)
;

hence putting ti, t^ at a^ and a.2,

Xo = (Xi + tta, 2/0 = - o!'if*2, ^0 = lF(ai, a^Jliai — a^f,

the branch-place values ai, a.2 being those used (p. 31) in describing the dis-

section of the Riemann surface whereby the matrix t, and the matrices h

and a, are determined.

For any other even function we have a similar expansion ; without
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entering into unnecessary detail, such a function has been shewn to be of

the form

O (w) = e^i"i +-P2«2+ & ^ (,,^ -A„u^- A^)
;

expressing u^, 112 in terms of ^1, to as above, and putting (p. 29)

the coefficients ^0, 2/o> -s^o occurring in the expansion of <J> (w)/<I> (0) are the

values, for ii^ = 0, U2 = 0, of the expressions

namely, preserving the notation ^rsiu) = — d^\og^(ii)/dUrdus, ^^& the values of

^<),.s(^i, A2) ; thus Xo = 6 +
(f), yo = — 6<f).

As to 2^0 the general form is simplified

here in virtue of the fact that 6, ^ are roots of the equation f{t) = ; to

make this perfectly evident we recall two facts : first, every one of the ten

even functions <E> is obtained (p, 24) b}' taking Ai, A^ so that

1A^ = 2&)ii??ii + 2wiom2 + 2&)i/??i/ + 2(Oi2ni2,

2A2 = 2(»2i^?ii + 2&)22??22 + 2co2imi + Iwor^in^,

where nfh, m^, ifn^, m^ are such integers that iiiimi + in^m.i is even, with

proper corresponding values of the constants p^, p., in the outstanding ex-

ponential ; every one of the six odd functions is also so obtainable provided

vi{m^ + ^2^12' be odd : second, if by the rule of p. 32 we calculate the values

tdt

we find that they correspond to even functions Avhen d,
(f)

are any two different

roots of the quintic y(^) = 0, and correspond to odd functions when
(f)

is the

infinite place a, and is either one of the roots of f{t) = or is also the

infinite place. It follows then that in the function above ^11(^1 > Ao) reduces

from 1(6- (f))-'
[F{d, 4>) - O'cf}'], where 0'^^

=f{0), f ' =/(<^), to

ee,^ = U0-i>)-'F(0, cf>);

and we have

-J-
= 1 -

-I {(^ + (^) ll2^ - 20<f)U2Ui + 60^4,11,^] + ....

26. For an odd function

we may consider two cases: first that when

A = [^ ~ I" ^ A = [^ — r —
J a, S J a, ^ J a, ^ J a2 ^

(' dt /•* dt , [^ tdt /•*

"^^^ 7+ 7' "^^^j T"^
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where 6 is one of the roots of /(^) = 0; then the quantities

-dHogf^{0)/durdus,

or ^,.g(J.i, A.^), are infinite, but have finite ratios obtainable by proceeding to

a limit from the general formulae when ti, t^ are finite,

namely, ^22(^) : ^2i(-4) : ^ni-A)— ! : —6 :
6'^; these however are, as previously

remarked (p. 84) the ratios *i>i : ^^^^P^ : <E>i^ where ^r = 3^(^)/9m,.. Thus the

linear terms in the development of the function $ (u), with the values of

Ai, A2 here taken, are, save for a constant multiplier, u^ — d~hi2. Lastly, for

the odd function ^(u) in which

r« ^i P ^i . ^ p tdi P tdt

J a^ ^ J a^ ^ J a, ^ J a2 ^

the argument is similar to, but not a particular case of, that just given ; both

are particular cases of the argument for the case when the fundamental

equation is a sextic, not a quintic. Either for that reason, or because we

have exhausted all the other cases, there can be no doubt of the result : the

odd function ^(it) in this case is that given, save for a constant factor, by

the expansion (p. 89)

a{u) = Wi + Ki^'^i^ ~ 2^2^) + —
It is interesting to verify that this is in accord with a result previously

found (p. 34) as to the necessary and sufficient form of the expression of the

arguments of the function ^(u) in terras of one arbitrary variable in order

that the function may vanish identically. In accordance therewith, a{u)

vanishes when

Ur — Ur"'' *' — M/' ""^ = U/' * + m/" ''^ r = 1, 2

V-'dt
where

s

as (p. 32) - u/' «^ B u.f'' "s

this is the same as w,. = t^/' *,

which, by replacing (x) by its conjugate position, may equally be written

Ur = w/' ^

;

herein (x) is any position on the Riemann surface s-=/(^). Considering now

the case when (x) is near to the infinite place a, putting x = |~^ in the forms

'» tdtV{"' dt /"
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we have, when f is small,

=w - iV^^r

+

(hIcX,^ - J^X3) r + . . .,

^*. = ^ - ^V^4P + (erioV - 4V^3) p + . .
.

,

and the substitution of these series in the expansion for a (u) given above

reduces it to zero identically.

27. In what folloius we shall regard the function a-(u) of pp. 89, 90, which

is of the form,

o- {u) = e?'i«i+p2«2+«' ^ (u - ii«. «i - u''' «2),

as fundamental ; and shall put

From the equations such as (p. 38) — d" log '^ (tt*" "i + it*^' "'^-)/duJ = ^j + ^o, we

shall then have such equations as

- 8^ log a- (it*' *' + ii«' ^-)ldiii ^t^+t.,

where, in both integrals of the argument on the left, one of the limits is the

infinite branch-place a ; in other words, if lue put

rdt r dt rtdt rtdt

Jh s Jt, s Jt, s Jt, s

we shall have

r \ ^ . J. / \ ^± / \ ^(^1, ^2) — 2SiS2
iJ,ofu) = t^ + 1„ ^2100 = - t^t„ ^n(u) = '^

.^^ _ ^y
.

Then the arguments Ui = 0, u.^ = are those associated with the node of

the surface A = at the infinite end of the axis of 2, and the arguments

r dt r tdt

Jt s Jt s

are those associated with the points of A = lying on the singular conic at

infinity. An even function then has an expansion

where Xq = ^Jo^i^q) = ^22 (^t'*'^ + u^'^) = + <l>>
©^c.



CHAPTER V.

CERTAIN FUNCTIONAL RELATIONS AND THEIR GEOMETRICAL
INTERPRETATION.

28. It follows by a preceding investigation (pp. 20, 21), that if t be a

symmetrical matrix of two rows and columns, such that the real part of the

quadratic form irn^, which is the same as i (tuWi^ + '^.T^^ninn + To.n^), is

necessarily negative, an analytical integral function of two variables Vi, v^

which satisfies the conditions

(Wl + 1, V.^ = </) (Wi, -Wo) =(^(^1,^2+ 1),

<^ (Vi + Tn , ^2 + T21) - e^> <^ (Vi , Va), 4> {vi + T12 , v^ + T22) = e^^^ (v,
,
v.^,

where Hi = - ^tti (v^ + ^t^), H.= - '^tti (v^ + ^t^),

is expressible as a sum of four theta functions, in the form

when h denotes in turn the pairs (0, 0), (0, 1), (1, 0), (1, 1). It follows thence

that in terms of any four such functions (/>, which are themselves linearly

independent, any other such function <^ can be linearly expressed.

The conditions for cfj are included, as was shewn, in the single equation

(^ + „i + rm') = e
" ^'^"'^' (" + ^"'^'^

</> (v)
;

if a be an arbitrary symmetrical matrix of two rows and columns, and

h, o), 0)', 7], 7]' such matrices of two rows and columns that

TTi = 2/ift), TTiT = 2/tco', 7] = 2aco, t] == 2aft)' — k,

it was shewn (p. 25) that, for arbitrary 'p, p', each of which is a row of two

elements,

a (u + ripf — au? — lirip (« + | rp) — ^iripp' = Hp {u + ^ ^p) — fripp,

= \p{tt), say,

where flp = ^wp + 2ai'p', Hp = 2?;^? + 277'jj', hu — iriv
;

it follows therefore that an integral analytical function, -v/r («), of two variables

Ui, U2, which for arbitrary integer pairs m, vi, satisfies the equation
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is expressible linearly in terms of any four such functions i/r which are

themselves linearly independent.

29. Now we proved the equation, when m, m' are pairs of integers,

^ {u + rtra, q) = e^'» (") + ^"^ ^""^'
~

'"''') ^( tt, q) ]

therefore, as \n{:u + w) + A.m(M — w)= 2X,,ft(tt),

it follows that when q consists of half integers, the product

^ (w + w, q) ^{u — w, q)

is such a function *jr(u).

Thus also cr^(u) and, because the functions ^JodC^*); etc., are periodic, each

of the following functions, which are known to be integral functions,

is such a function yfr(^u), and there is therefore a linear equation with constant

coefficients connecting these five functions ; this is one of the five differential

equations previously discussed.

Or again, the five functions

which occur on the left sides of these differential equations, are themselves

connected by a linear homogeneous equation, obtainable by eliminating the

functions ^zzi^), ^'>2i{u), ^«>ii(iO> ^^.nd the constant term, from the differential

equations.

30. Another illustration is furnished by the five integral functions of u

a (u + v) or (it — v), cr-(tt) a-(v), (T^{u) a^{v) ^22 (w), (T'^^{il) a"{v) ^2i(^*)>

(t"{u) (T%V) ^n(u) ]

thus the function a{'ii + v) a('u — v)/a^{u) (t"{v) is expressible as a linear

function of ^J22(''^X ^2i(^)) i^n{u), with coefficients independent of u; its form

shews that it is equally a linear function of ^22{'v), ^2i(v), ^•^uC'w); and it is

changed in sign when u, v'are interchanged. Thus

where A, B, C, F, G, H are constants. Taking now the expansion (p. 89)

(t{u) = u, + aVXoWi'* - iti/ + . . .
,

and denoting by H^, He power series in u^, u^ beginning respectively with

7—2
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terms of the fourth and sixth dimension, we have, if a, ctoo, ... denote

cr{u), (TopXu), ...

a^{u) ^pofiiu) = — a(X22 + o'i = 2niUr, + Hi,

a"(u) ^2i(u) = — 0-0-21 + <^2<^i = — ^*2^ + Hi,

(t'^(u) ^u{u) = — cra-ii + (Ti^ = 1 +H4,
and hence

o-2(ii) crSv) [p^2(u) - ^22(^)1 = 2u^u.,v,^ - ^v-^v^u^ + H^,

(7^(u) 0-2 (v) [^2i(u) - ^21 (^)] =• Wi%2 - Wa'^yi' + He,

(t\u) a%v) [^ii(iO - Pu(v)] = Vi' - th" + T2^2« - ^h') + K^i^a' - ^1^2') + He,

a%u) a\v) [p2i(u) &n(v) - ^ii(u) ^,i(v)] = vi - ui + Hi,

a'(u) o-2(v) [^u{u) g>22(v) - ^22(w) ^n(^)] = ^v,v.2 - 2u^u. + Hi,

a\u) o-2(?;) [g>22(w) P2i(v) - ^2i(u) ^22(^)1 = ^v^^v^Uo^ - ^u^ii^vi + H^

.

On the other hand, up to terms of the fourth order,

o- (u + v)a (u -v) = [ui + v^ + -^-^'Kiui + v{f - ^{u. + v^f] \u^ - Wj + 2V ^^(^'i - ^0^

-K^*2-^2?]

= u-^ — Vi^ + 1^2 ^2(^1* — V) — 3 (mi^'Z
— ViV.2^) - '^{u^u.^i— ViV^u/);

in this last the only quadratic terms are those in Ui^—v^^; comparing with the

quadratic terms in

a%u) a'{v) [A {^,,{u) - ^J,,{v)} + ...+H {^J,,{u) ^,,{v) - ^,,(u) ^M}},
we infer, therefore, that C — —1, F =0, G = 0; and comparing the quartic

terms we infer A = 0, B = 0, H = 1: on the whole therefore we have

We return to this formula later; it will be seen that the geometrical inter-

pretation furnishes another proof of it ; references to another analytical proof

are given in the Bibliographical Notes, at the end of the Volume.

31. Next take any even theta function, so that

(r(u, q) = l- ^{x^ui + ^y^ihUi + z^u-^^) + Hi',

the square of this function is then expressible in the form

0-2 {u) [A<p.,.{u) + 5^21 (w) + C^ii(w) + D],

so that

1 - {xou^- + 22/o«<2Wi + z,u^^) + Hi = A (2itiM2 + Hi) + B (- uJ' + Hi)+C{l+ Hi)

+ D{u,' + Hi),

and hence A = — yt), B^x^, C—1, D=—Zq;

thus —\, y\M- = - yo^Uu) + ^0^21 C") + g>ii(w) -Zo,
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a result obtainable, as we can easily see, from the formula for

(7 {u -{ V) (t{u — V) -^ (T-(u) (t'-{v),

by making v equal to the appropriate even half-period.

32. Similarly if a {u, q), = u^ — O'^u^ + terms of third and higher dimension,

be an odd theta function, multiplied by a proper constant, its square is

expressible in the form

0-2 (m) [A ^22 (u) + 5^21 (u) + C^u {u) + Dl
so that

(u, - 9-'u,y = A {2u,u,) + B{-u,') + G(l) + B (u,'),

and hence °-4v' \ = - ^~'|J>2'> (u) - d~^(P2i (u) + 1.

33. These formulae should be associated with others : writing

^rs (w, q) = — d^ log a (u, q)/durdus,

we have equations

a-" (u, q) ^rs i^l, q) = o-- {u) [il^.22 (w) -f- 5^J2i {u) + Cg7n (m) + D],

where J., 5, C, D are different for different pairs r, 5, and for different

characteristics q. Writing

a- {u, ^) = 1 - 1 {Xf,ui + 2yoU.2Ui + z^u^^)

the terms up to those of dimension 2, in

o"' (^^' q) '^Ts (u, q) = - a- {u, q) ars (u, q) + o"^ {u, q) as (u, q),

for the respective cases r = 2, s = 2; r = 2, s = l; r = l, s = l, are

«^o + i (a^o' - -P) ui + (a:;o2/o - Q) iku^ + i (22/o' - a'o^o - ^) Wi',

2/0 + i (^o2/o - Q) ^^2' + {^'oZo - R) uMi + ^ (yoz, - S) ui',

Zo + h (22/o' - oCoZo - R) ui + {y^Zo - S) u^u^ + 1 {z^^ - T) u,^
;

comparing these with the terms up to those of dimension 2 in the expression

by means of the functions o-^ (-ii) ^22 (^). etc., that is, with

A (2u^u^) + B(- u.:^) + G+ Du,^,

we find easily, in the respective cases, the values of J., B, 0, D; now (r(ii, q)

is of the form e^cr (u + Og), where H is linear in Wj and u^, and Q,q is a half

period ; if a denote the half period by which we pass from ^ (u) to <t (u), and

A that by which we pass from ^{u) to a (u, q), we have (pp. 95—97)

ia,). = A.-a,^j^-+j^-, (a,)2.j^-+j^-,

and ^rs (u, q) is ^rs {u + ^q) ; taking account of the formula previously
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found (§ 31) for cr^ {u, q), we can thus express each of ^^s {u + ^q) as the

quotient of two linear functions of ^Jgo (m),
^.>2i ("), ^n ('^) J

using a factor

of proportionality p, in fact equal to a^{u,q)/a^{2i), the result may be written,

if u — u + flq

,

[p^22iu'), p^2^{u'), p<^n{u'), /j] = ilf [^22 ('0, ^21 (^0. ^n(M), 1]

where M, a matrix of four rows and columns, is found on computation to be

such that, if

i(Q-«o2/o) ^{R-x,z,) ^(S-yo^o) Vo

^{R + XoZo-^yo') ^(S-y,Zo) i(^-V) ^o

scq 2/o ^0 '-'

this being a symmetrical matrix. We have previously had the matrix j

(p. 71), in a formula which is essentially connected with this, we have

found previously the values of P, Q, R, S, T in terms of Xq, y^, Za, (p. 94),

and we have found also (p. 95)

x, = 6+<^, yo=-d(j>, Zo = ee,,j,;

thus the symmetrical matrix Mj, and therefore also M, can be expressed

in terms of 6, ^ and the coefficients in the fundamental quintic.

It can be verified that each of the four expressions given by

M(xo, 2/o, z„ 1), or Mj(yo, - x„ - 1, z^)

vanishes
; of this the geometrical interpretation will appear.

34. Consider similarly an odd function

a {u, q) = Ml — ylni.2 + i (puj^ + Squohi^ + Zru^u^ + su^) + • • •
;

up to quadratic terms the expressions

0-- {u, q) ^22 (u, q), etc.,

or (72" — 0'0"22) ^1^2 — 0'^12) ^l" — 0"Crii,

where o-g — da (u, q)/du2, etc.,

are respectively

i/r- — (p + q'^) UMi - {q + ryjr) u^,

- -v/r + 1 (p + q-f) ui -^{r-\r syjr) tli",

1 + {q + r-yjr) ui + (r + si|r) uM^
;
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comparing these with the terms up to those of dimension 2 in

0-2 (u) [Ap.,^ (u) + 5^21 (m) + %i (^0 + ^].

we obtain the expressions for

0-2 (u, q) , X
0-2 {u, q) , s cr^ (u, q) , .

we have previously (§ 32) found the expression for a^ (u, q)/a-^ (u) ; hence as

before if Hq be the half period given, with 6 = -1^"^ by

tdt

s
'

the functions p2s(u + ^q), etc., are expressible as fractional linear functions

in ^22 (w)> 6tc., by formulae given, if p be a factor of proportionality, in fact

equal to <t^ (u, q)/a^ (w), by

[p^22{u'), p^oi(m'), ppii(u'), p] = N[^,,{u), p,,(u), ^n(u), 1],

where u' = u + fig, and i\^ is a matrix of four rows and columns given by

Nj= / 2 (^ + 9.'^) q + r-yjr yfr-

-HP + q^r) ^(r + sf) -yjr

-(q + ryjr) - ^ (r + S^|r) 1

-yjr' yjr -1

where the matrix on the right is skew symmetrical, and j is the matrix

previously employed. We have previously found the values of p, q, r, s

(p. 93). It can be verified that the expressions given by iV(l, —6, &', 0),

where 6 = \lr~^, are all zero.

If we substitute the values of p, q, r, s we find

Nj= / -r' q' ^|r"

r' -p -^jr

-q p' 1

where

p' = h{\f'-\-^\f% q' = -H'^oir'i-\^^|r' + \,^jr^-+^\,f), r' = - 1
;

compare this form now with that obtained on p. 74
;
putting, with a slight

simplification of the notation there adopted, which will not lead to confusion

because we do not further use the sextic there denoted by F {^),

F{f) = \of' + XiA/r^ +... + 4>f,

and
. Pe=[-WWf, e = '^-\

we have Nj = /9e7e~S j = - *7 = " *7"''

and N=ipQ'yg~^ry.
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So that ^-4^4- [^rs {u + fig)] = *>e7r'7 Wrs (w)],

where [^,s('^0] denotes [^22 ('^), ^21 (m), <^ii{u), !]•

Thus the equations expressing the functions (p^-g (u + flq) in terms of

^,.^(m) are the same as those given by the transformation A-^^ of P- 79,

r having five values according to the root -yjr, other than zero, of the

sextic F {yjr).

We have at once

N^ = -P0'y0 '7-70 '7 =

and hence

Similarly for the symmetric matrix Mj of § 33, we can verify by actual

computation, on the hypothesis that neither nor cf) is infinite, that

Pep<i>y6~'y<i>j =-(0-^) 0-~<f>-'Mj ;

the work is rather long, but is facilitated by using where convenient the

alternative forms given p. 74 for p' and q', and the fact that the coordinates

X(, = 6 +
(f), yo= — 6(f),

Z(, = e0^ make all the minors of the determinant A
vanish ; these minors are given at length on p. 41 ; making use of the

identities je~'^y^ = - y^'^je, 70~^7 = - 7~'7e' etc. (p. 79), and putting

f{0) = \, + \e+ ... +^46'^ + 46'^

and ,^^ = p^e' = Jif(ey,

we thus have M = — ^^7^. 7e~^7'^'

and therefore, when o- (u, q) is an even function,

^^^ [p^s {u + 12,)] = -^ 7rV* [^,. (^)].

It thus appears that the fifteen transformations A^s of p. 79 are all obtained

by adding half periods to the argument u.

When cr (ti, q) is an odd function 12, is, save for multiples of periods, of

the form w"' ^ ; when a {u, q) is an even function, fl,^ is the sum of two

expressions of this form ; thus the last result can be obtained by two

successive applications of the formula just previously obtained for an odd

function.
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35. Consider now the formula (§ 30)

we know, if H^ denote a half period, that

where A^, A^, B are independent of u, but depend on q\ hence adding

llg to u in the formula, we have

<t{u + v,q)a{u-v,q ) _ cr'ju, q) (u + n)MQ (v)^^

thus when cr («, q) is an odd function, putting in the value found for the

matrix N, we have, with flq = m*' ^

a (u + V, q) (T (u — V, q) . ^ ^ .-, r / xt

which, when 6 is infinite, p^ = —i (p. 74), gives, for the right side,

- *7 [<^TS (W)] [^« (V)] =j ii^rs {U)] [<^rs («)],

and when 6 is not infinite, replacing 779-^ by — 707~S gives, for the right side,

- Pele [^rs {u)] [^,,, (w)]

;

and when a {a, q) is an even function, O^ = u"-'^ + u"-'"^,

a-(u + v,q) <T (u — v,q) f^e/^<b i r / \t r / \n

- JiZAv) - =
'w^ '"''*^^ [^"("^i [«'"<''»

From these formulae we have, respectively,

for the case of an odd function,

a^{u,q)a"{v,q) (t^u, q) a" (v, q)-^ U »s\ /j u rs v .j

=jN .
i\^-i

[^,, (u + n,)] . N-' [f,s (v + n,)]

pe

and, when o- (?i, q) is an even function,

(7 (U + V, q) a- (U — V, q) .6 — 6
, r / /-. \n r / /-» \n

Now since 7^, 7cj, 702, 7, 7a,, 7a2 are in involution, where c, Ci, Co, a^, a^

denote the roots off{$) = 0, we know (Appendix to Part I., Note I.) that the

matrix

7a27«r^7ci^^'> lla^r^lc^SCX, ^a^^~^^e^OCx'

,

r^^^XX

la^la,~^le^(«X , ryr^a^-^r^e^XX
, 7ai7~'7c2 «'*'. 7c2^^'

-i^xx'
,

-ir^a^XX , -i'^a^XX , -ijjai'^jai^^'/
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is orthogonal. Let us suppose the signs of the square roots denoted by

/ic, ^Agj, ... chosen so that (Appendix, loc. cit)

then this matrix can also be written in the form

'*7ci7c2 ^7^^: 7a27c '7^*''' 7ai7c 7^^'

iyxac , —iy^^^xx' , —iy^xx

but we have seen, if

{x, y, z, t) = [g>22 (u), ^„i {u), ^11 (w), 1],

{x', y', Z', t') = [^22 (V), ^21 (v), &n {v), 1],

(r{u + v) a (u — v)

y^xx

yc^xx'

yc^xx'

*'7«i7a2"'7^'^.

that
o-^ (u) a^ {v)

a (u +v, 6) a- (u — V, 6)

0-2 {ii) cr (v)

— %yxx

,

= - peye'^^ >

<t(u + V, d^) a {u - V
, ecf>) _ /ie/x^

,, ^ -i ^W
(T (u) a^ {y) ti — <p ^

where /xg = 6'^pQ
; hence if

o- {u -\- v) (T {u — v) — [a],

o- {u +V,d)(T{u- V, 0) = [6\

a (u + V, e<p) a- (u - V, d(f)) = [6, 0],

by multiplying every element of the matrix by o-^ (u) a" (v), we infer that the

matrix

Ci C9 [- -, . (X2 c p -,

/^Ci/ic2

Co — G

G — C

[c.2, g], -I [aa, Ci]

H'a^ /*cj

/^cM-ci

- [C, Cj , —I [fta. Cr

[a]
i

i [ai,c] ,
-- [c]

* ^^ -'[«!, Ci], [Cj]

H'aiH'ei Pci

I [ai,C2], -— [C2]

H'Uif^Ci PC2

Pai
[«i]

Pa2
[«.]

«! — tta

P'ttiP'az

[a„ ao]

is orthogonal. As will be seen (Appendix, loc. cit.), there can be formed

15 such orthogonal matrices
;
presumably they are obtainable from X by

addition of half periods to the argument u.

A particular case of this result is obtained by dividing each element by

o-^ (u), and then putting v = ; since we have (§§ 31, 32)

a-'' (u) (u)



ART. 35] general ortliogonal matrix. 107

Pg, Pe,^ being as on p. 03, we infer that

n

Cr^ — C

c — c

P,c^c >

^.«^^ip

Pc

Pr

- PJ- c.

1

• ^g~ ^2 p • ^'^1 ~ ^2 p 1 p

-— p -— p,
«! — tta

^2 ai«2

is also orthogonal. For instance, taking the first and last columns, we have

(Cj — C2) PcPciC2 + ("^2 ~ C) X^dPc^c + (C — Ci) Pc^Pcc^ = («! — tta)
^ ^ Paia^t

H'aiH'a2

while, since fji'e^
= if (6), we have

\ /*ai/*a2 /

^ (c-ai)(c-a2)(Ci-ai)(ci-a2)(c2-Q^i)(c2-a2)(ci-C2)'(c2-c)'(c-Ci)''

(«!— a2)^(ai-c)(ai— Ci)(ai— C2)(a2-c)(a2-Ci)(c*2— Co)

= (Ci - Cs)^ (C2 - C)2 (C - Ci)V(ai - "a)',

so that

(Ci — C2) ±c^eie2 "r (^2 C) ±c^l^c^c ~l~ (^ Ci) JT^c^Jr^gg^

= ±{Ci- C2) (C2 - c) (c - Ci) P«j«2'

an equation easy to verify directly, with the upper sign on the right side.

Again, if in the matrix 2, we put v = ii and then replace 2u by u, we infer

that the matrix

^ / Ci "" ^2 / \ * ^2 ^ / \ • ^1 ^ ^ / \A = / a-(u, C1C2), — ^ (t(u, a„c), i a Hi, a-^^c),

cr{u, C2C) , — I (t{u, a^Cx), % a {u, aiCj),
/^C2/^,

c — c

H'a^h^ci H'tti/^ci

1 / \ • ^^ Co ^ V . CVi C2 / \
-a{u,cCi), —I cr(M, ttgCg), t <T{u,aiC2),

H'cf^ci H'ttzH'i^ f^aif^C2

,

is orthosfonal ; thus for instance

0-2 (m, aia2) = o- (m, CiCo)

+
Co -c
/*C2^C

0-2 (m, CaC) + (
^ O-^ (?*, CCi),

I
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and

= (Ci — C2) (da — c)cr (u, C1C2) a (v, a^c) + (Co — c) (ag — Ci) o- (ti, c^c) a (v, aoCi)

+ (C — Ci) (tta — Ca) O" (ll, CCi) (T (u, agCg),

of which the first is equivalent to

l^aif^a^'
'

\H'cif^C2/ V/^ca/^c/ V/^c/^ci/

and the second to

+ (c - Cj) (a^ - C2) JPcc^PcHc^ = 0.

36. As an alternative method of obtaining results just obtained by

consideration of the orthogonal matrix, and as an example of the application

of a principle which appears at first sight slightly more general than that

so far employed in this chapter, we give now a formula which, in virtue

of those already proved, furnishes an irrational form for the relation A =
connecting the functions j^oa (u), ^21 (u), ^u (u).

As in preceding investigations it follows that an analytical integral

function of tii, Uo, which for any integers m, m, and a positive integer r,

satisfies the equation

the notation being as before, is expressed linearly by r- functions of ^the

same kind. An analytical integral function may however be such that it

satisfies an equation

-^/r (if + n,„) = e''^™ (") + «™ + ^'"*'
-v/r (it),

where cm + c'm! = CiWi + c^m^ + c-l^m-^ + c^m.^,

and Cj, C2, c/, Cg' are any constants; it can then be shewn, just as before, that

it is expressible also by at most r^ such functions ; we do not give the proof

because it will appear that this is really included in the preceding case

(Part II., below). But now, if t/t (m) be an odd or an even function—and it

can be proved that this cannot be so unless each of Ci, Cg, c/, c.2 is an integral

multiple of tt*—it can be further shewn that there do not exist always as

many as r^ linearly independent functions i/^ {it). In fact when r is even, if

'>^{—u) = 6y\r{u), so that e is + 1 or — 1, the number of linearly independent

functions '\lr{u) is at most \r'^-\-2e when each of Cj, Co> c/, Co' is zero or an

even multiple of iri, and is otherwise |-?"- independently of e ; so that for

r = 2 there is no odd function for which c^, c^, c/, Cg' are even multiples of

iri, and there are four even functions, while when Ci, c^, c/, c^ are not even

multiples of iri there are two such odd functions linearly independent and

the same number of even functions; it is this result which we proceed to

illustrate. When r is odd the number which are linearly independent is

at most ^ (r- + ee""^'^'"'), where (c, c') = iri {/x, /x).
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We have discussed, beside the function (t{iC), five odd functions, each

associated with one root of the quintic equation

Xo + >"i^ + XJ- + \S^ + \S' + 46'^ = 0,

these being those denoted above by o- (w, q) ; one of them may be denoted

by a {xi, di). We have also discussed even functions, each associated with two

roots of this quintic; one of these may be denoted by a{u, diO.,). Consider

the three products

a {u, 0,) a (u, 6.6,), o- (u, 6,) a {u, 6,6,), a (u, 6,) a (u, 6,6,) \

the function a(u,6,) is, save for a constant multiplier, the same as ^(u,q)

of p. 25, where the characteristic q is that associated with the half periods

("'>=(]>/>/:)?• <"'>-(/>/m:)t.
while similarly the function a {u, 6,6„) is associated with the half periods

as explained before (pp. 94—96). Thus each of the three products above is

of the character assigned to the function i/r in the explanation above, being

an odd function for which the quantities c,, c,, c,', c^' are not zero or even

multiples of 7^^. Thus there exists an equation

Aa (u, 6,) a {u, 6,6,) + Ba (u, 6,) a (u, 6,6,) + Ga {u, 6,) a {u, 6,6.,) = 0,

wherein A, B, G are constants.

And the preceding expansions enable us to determine the coefficients; for

the terms of first order in the expansion of the left side are

A (ti, - 6,-Hi.;) + B {u, - 6o-'u.^ + G (u, - 6,-' lu),

shewing that A ^6,(6,- 6,), B = 6,(6,-6,), G = 6,{6,- 6.;).

We have previously (§§ 31, 32) expressed each of the quotients

(r^u,6,) o-^ (u, 6,6,)

(T^ (u) ' a^ {u)

as a linear function of ^22 (w), g)2i('*0' i^n{i')\ if these forms be substituted in

the equation above, an irrational form of the equation A = is obtained ; if

x, = 6, + 6„ yi = -6o6,, z, = ee,^e^, etc.

and X, y, z denote ^22 (w), g)2i {u), i^,, (u), this is

2 (6, - 6,) {xy, - yx, + z,- zf {y + 6,x - 6^f = 0.

If «!, cu be the roots of the fundamental quintic other than 6,, 6,, 6,; and

I = {6,- a,) (6, - a,), m = {6,- a,) (6, - a,), n = (6,- a,) {6, - a^),

we find {6.-6,)Pe,,e, = {6,-6,)Pa,,a, + mPe,-nPe,\
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thus, if ^ = y + d,x-e,\ 7j = y + e,w-0,\ i;=y + d^x-ei,

and X = 0,-e„ 1x^6,-6^, v = e,-6,,

we have
^

37. We can give an interpretation of the formula for the function

cr{u + v)a(u — v)

0-2 {u) o-^ (v)
'

which places the form obtained for the right side in connexion with the

results obtained above in considering the geometry (p. 76). Though

entailing repetition it appears well to make the present account self-con-

tained.

Regard v as fixed, and ^O^^iu), i^2i{ii^), i->n(u) as the coordinates of a

variable point; the equation

g?22 (^0 ^21 (V) - ^^21 (m) g?22 (V) + iJu (V) - ^11 (U) = 0,

which we may denote by
ocyi — yxi + z-^ — z = 0,

is that of a plane passing through (sci^yu^i) (being in fact that of the polar

plane of {Xi, y^, z^ in the linear complex denoted in the usual notation by

n + n' = 0). The function a {u) has been seen previously (p. 96) to vanish

for u = u"'' *, that is for

r dt rtdt

it s Jt s

where s- = 'Ko + Xit-\- ... + Xtt* + U^, and, save for integral multiples of periods,

only for values so expressible (the zero values —u'^'* for example being

obtainable by taking m«''^', where (f) is the place conjugate to (t)); hence

the product a(u + v)a{u — v) vanishes for

where the sign = indicates the possible omission of multiples of the periods;

of these, if (f) be conjugate to (t), the second is u = — (v + u"''*), and, as

g).32
(— -M,) = g>22 (m), etc., gives the same point of the surface A = as does the

first. The curve of intersection of A = with the plane xy^ — yxi + Zi — z =
has therefore points each representable once by

« = g>22 (w + W«'
'^X 2/

= ^'^2l(« + W'*'0' Z = pu{V + tl'^'*),

where (t) is variable. This curve will have a double point, and the plane

touch A = 0, if we can satisfy, by properly choosing (t) and (ti), the three

equations
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Now first, the three equations ^,.s (u) = ^Jrs (u') require, as the differential

equations of Chap. II. shew, that

i^rstm (w) = ^rstm {u'), while frst («) = ± {^rst {u)>

the negative sign for the functions of three suffixes being capable of deriva-

tion from the positive sign by changing the sign of u'; similarly by the

equations derivable by differentiation from the differential equations all

derivatives of ^rsiu) are equal to the corresponding derivatives of g7,s('i^'))

or of ^rs(—'iO' ^o that, for arbitrarily small arguments w,

or ^Jrs {U + tv) = ^Jrs (- It' + w), frst {u -\- w) ^ <ff,st (" U + w)
;

we can liowever express ii + iv in terms of these functions in the form

Ui + Wi = \A dx + Bdy, u^ + w^^ IBdx + Gdy,

where A, B, G are rational in x = ^^22 (** + '^). y = f-a (u + w), ^ = ^222 (u + w);

thus we have

u + w = u +w {- period, or u + w = — u' + iv + period,

and so u= ± u' + period.

The only double point of the curve now under consideration is therefore

to be obtained by considering the equations

or the equations v + w*' * = — {v + u'^'*^).

As to the former, equivalent to Ui^^' ^ = 0, u.^*-^' * = 0, they are satisfied only

by the obvious solution (ti) = {t) (p. 30); the latter, equivalent to

'u«'^ + tt«'^> = -2v,

are, for general values of v, satisfied by one and only one pair of positions

(0, (k) (p. 29), given (p. 97), by

^^{2v) = t + t„ ^2i(^v)^-tt„ s = tiJ,^X^v) + ^^,{2v), Si = ^i^222(2?;) + ^22i(2w),

where 5- = X0-I-M+ ... +4^^; thus, with ^i = ^22('y)j etc., and general values

of V, the equation

xyi — x^y + Zi — z =

represents a tangent plane touching the surface A = at the point

W = V + u"-'*,

where t^ - ^^22 (2w) — ^21 (2w) = 0.

When a {u^'"'-\-2v) vanishes identically for all positions of («;), the equations

u""* + u"''*' = — 2v have an infinite number of solutions; this is only when

2v is a period, and then we may take (t) arbitrarily and (^1) the position

conjugate to {t); in that case the plane touches the surface A = all along
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its intersection; namely the sixteen singular tangent planes previously found

are given by the equations

a (u + rig) = 0,

when D^q is any half period; we have already seen that a (u) = corresponds

to the plane at infinity; the equation of the singular tangent plane is given by

^^21 i^q) - 2/^22 i^q) + ^11 (^q) -2=0,

which compared with (§§ 31, 32),

ex + TJ-d^=- 0, or 0(f)X + {6-^ (]))t/ + 2-69,^ = 0,

gives either ^o. (O^)/! = - ^j., {iXj)/0 = g?„ {^q)/d^ = qo
,

or ^,oX^q) = d + (t>' i^^ii^q) = - 0^, ^n{^q) = ee,^,

shewing that the half periods are the values of u at the nodes.

Considering the case of an ordinary tangent plane, depending on a

parameter v, with point of contact given by

where u^'t + u"''*' = — 2?;,

if we take two positions {k), {k^) given by

w«'* + w«''^'= -2w,

we shall have u"-'^ ->t-u'^>^^ ^ — 2v — 2u'^'* = u^'*' — u""*,

or it'^''^ + 'm'^i'^i = 0,

where {t') is the position congruent to {t), and hence (p. 29) the positions

{k), {k-^ are, taken in proper order, the same as {t') and (^i), and

so that the point ^.,2 {v), ^Jai (^X ^n {v) of the surface A = is derived from

g?o2 (w), ^11 i"^), fii{'*^) just as this is derived from the former. Thus, if

^1' = ^22 (w^)) etc., the plane

^yi - 2/*"/ + ^1' - ^ = 0,

touches the surface at the point v. The former plane passing through v,

since every point of its section of the surface is given by u = v + u"-'*, and

the latter through w, it follows that the straight line joining the points v

and '2^ is a bitangent of the surface A = 0, and v is one of the six points

of contact of tangents to the quartic plane section drawn from its double

point w. Expressed in terms of the parameter w of the point of contact, the

tangent plane is thus

^^21 (w — U"'' — y^J.22 (w — U"" *) + ^11 (w — u"-' ^) — 2=0,

where (t) is a particular position given, in association with another position

(^1), by u""' ^ + w«. ^1 = - 2 (w - w«' 0, that is
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Thus i^i, t are the roots of the equation

t' - 1<^^^ (2iu) - ^,1 (2w) = 0,

and the points of the tangent section are given indifferently by

U = W — U"'' * + U""^, U= —W — U"'' ^^ + M"' ^,

where {&) varies, being it) or (t^ at the point of contact according as this

is approached along one or other of the inflexional branches; thus for these

branches respectively we have at the point of contact w,

duo
-r^ = t or t,

and the differential equation of the asymptotic curves of the surface is

If (t) be a fixed position, this differential equation is obviously satisfied

by the curve given for variable (6) by

2u^u"''* — u^'^;

thus the asymptotic lines are given by

where t is constant along any particular one.

Every point of the section of the tangent plane with the surface A =
has a parameter of the form w— u"''* + u"''^; take in particular (X) at a

branch-place, so that u^''' is a half period fl^ ; the tangent plane at this point

is then

^^•>2i (w — u'^'^+D^q — u""' ^^) — etc. = 0,

where (K) is a particular position given, in association with another position

{K\ by

or u^' ^^1 — u<^' ^ = w«. *i + i(f^' * — 2£lq,

so that Qi) is the conjugate position on the Riemann surface either of {t^)

or {t); in the former case the argument w — u"^'* + flq — u"''^ would be

w +nq + u"''*^ — u^'* or —(w — flq), savc for multiples of the periods; in the

latter case it would be w + O^ ; in either case the tangent plane is

and passes through w; if o- {2w + Bg) a (O^) = 0, and therefore if a (D,q) = 0, or

^ (rip + D,q) = 0, where p denotes the characteristic
^ ( a -i ) (cf- P- 34), that is

if rip + n,q be an odd half period. We thus have the result that the

bitangents to A = drawn from the point w touch the surface in v = w — u"'' ^,

where u"''*^ —u'^'^ = — 2w, and in the five points v + D.q, where Og denotes in

B. 8
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turn the half periods u"--^ in which ^ is a root of \ + X^d + . . . + 4^^ = ; for

it is easily seen that with these values 11^ + n,q is an odd half period (see

p. 32). More symmetrically, with a slight change of notation, the points of

contact of the bitangents from ±w are given by v = w + u^'*, where (6)

denotes in turn the six branch-places of the Riemann surface on which u^'^

is computed, and {t) denotes either of the two places given by

t^ - 1^22 (2w) - ^21 C^w) = 0, and s = tf.".2 C^w) + ^221 (2w).

This result is also obtainable by considering the vanishing of the function

O-0 {u + v) o-g (u - v).

38. The two points + lu, ± v, capable of representation in the forms

which are the points of contact of a bitangent associated with the first linear

complex, may be called twin points, or each may be called the satellite of the

other ; since t, ti are the roots of either of the quadratics

i^ - ti^^, {2w) - ^21 i^w) - 0, t'- t^,, {2v) - ^21 (2v) = 0,

these points are such that

^,2 (2m;) = ^x, (2v), g>2i (2w) = ^^.,1 (2v).

Two arguments u, u' capable of representation in the forms

may be called conjugate arguments, and the associated points + 11, ± u may

be called conjugate points; since g>22(^)= ^22 (^^'X ^21 ('^i) = ^21 (^')) '^^ follows

that conjugate points are the intersections of the Kummer surface with an

arbitrary straight line through the node which lies at the infinite end of the

axis of z, what we may call the primary node of the surface
;
putting

oc = ^22 {u), y = ^21 {u\ z = ^u (^t), z^ = ^11 iv!)

it follows from the equation of the surface that

Further

-, , dti dt 1 ( . , (dt. dt\ ^ (tidt, tdt

— xdui+2du2

sjx^ + 4<y

, , tidti tdt 1 f ^, , fdt-, dt\ ,, .. ftidti tdt\

2ydui + xdu^

V^2 + 4?/
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so that we have, as is easy to verify, with x = ^J.., (u), y = f..^
(it),

d_

du.2

2y

+
.(^2 + 4y/)^.

X

(x'^ + 42/)2_

0,

= 0,

, _ C — xdi

J (rr?

and, also, the incidental consequence that with any point of the Kumraer

surface may be associated, not only the everywhere finite integrals u^, u^, but

also the other everywhere finite integrals

' — xdui + 2du2 , _ f 2ydui + xdu^
~~ ~

1 J ^^2 *""
I

1^
'

{X^ + 4?/)2 J («2 ^ ^yY

where x =
^022 i'^'-)^ y^f-niu)', the former pair, u-^, Uo,, can each be expressed in

the form JAdx + Bdy, where A, B are rational in x, y and ^, = ^.?222('0; ^^e

latter pair cannot be so expressed.

The line joining the two conjugate points + w, ± u\ is the intersection of

the tangent planes

f — tx — y = 0, ti^ — tiX — y = 0,

of the cone x^ + 4<y = 0; this is the tangent cone of the Kummer surface at

the primary node, and its generators each cut the surface in one finite point,

conjugate to the node u' = 0, lying upon the unicursal octavic curve ex-

pressed by

u = 2m«' *, ^22 (u) = 2t, ^21 (u) = - 1-, ^u (u) = (1, t)slf{t),

F{t',t)-2T'T
where*, as the explicit equation A = 0, p. 41, or the value , , .^

making t' = t, shews

(1, t\ = ^\' - iXo\, - lXoA-3 t - (i\\s + W,) t' - (iXA4 + 6X0) t'

while f(t) = \o + \t + ^-2t"^+---+^t^

* It can be shewn that

(1, 08=^ [^^J
- lf(t)[X, + 2\,t + A\,t^ + 2U^]

.by

= 16-^'^ +lf{[&'^^''^^.rf"}

In general, if |= ^222(")> ^= ^22i('^)> f=^2ii(")j ^=^iii{") be the coordinates of a point

of the Weddle surface, and u=.u"''^ + u'^''*', the points 6, cj) of the cubic curve

may be geometrically obtained by projecting (^, 77, f, r), from the node (0, 0, 0, 1), to the satellite

point (^', f)', f ', T ), and drawing the chord of the cubic curve through (|', tj', f, t'). The

coordinates of (^', ??', f ', t') are then in the ratios

e $ \Q <il e <!'

5—2
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Each of the tangent planes t^-tx — y = 0, t^ — t^x — y = cuts the Kummer
surface in a plane quartic curve, with a cusp at infinity whose tangent is the

generator along which the plane touches the cone. Consider one of the

points + ?i where these quartics intersect ; let oc, y, z be its coordinates ; for a

consecutive point u + du of the quartic on t'^ — tx — y = 0, and the conjugate

point u + du', we have

dui = —^ = du, , duo = -—
^ = duo

,

so that, for variable pairs of conjugate points on this quartic, u—u' is

constant, equal therefore to the corresponding difference lu"'* for the pair

of points u = 2u"'' *, u' = 0, lying on the generator of contact of the plane

t^ — tx — y = 0, and cone a;^ + 4^ = 0. Also, on the cuspidal quartic,

, _ — xdu-i + 2du2 , 2ydui + xdu^

{x^ + 4y)2 (^'2 + 42/)2

both leading to f -j-^
j
— x -~ — yz=0,

which is thus the differential equation of the pairs of cuspidal quartic curves

on the Kummer surface obtained by drawing tangent planes to the cone

where e'-'=:/(^), ^'^=f(^), the fourth intersection of this chord of the cubic with the Weddle
surface having coordinates obtainable from these by changing the sign of *. For the case when

e=(f)=t, the point ^=^222(2^'*'^), etc., is such that there is a tangent of the cubic curve passing

through (^', V. f'l r'), namely the tangent at the point t of the cubic; this cuts the Weddle

/I t t^ f^X
surface again in (—:-—: — :--j, where T~=f{t), namely meets the surface in three points

at t, so that the cubic is an asymptotic curve on the Weddle surface ; the point (^', -q', f', t') has

for coordinates the ratios of the limits, when d = (j> = t, oi

11 e 4> e^ (p^ 613 03

0~i e"i e~*^ e"*

which are | (T-), |(-.T-i), ^(t^T-), l^{-t^T-^),

or ^' : 7,' : ^' : r' =f' : 2f-tf' : -Uf+tJ' : Gt^f-tY,

and this is the tangential, on the Weddle surface, of the point t of the cubic curve. The locus

of (^', 7)', f ', t') on the Weddle surface is thus a unicursal curve of order 7. The quartic

developable surface -F=0, of p. 67, is the locus of the tangents of the cubic curve; its complete

intersection with the Weddle surface thus consists of the cubic curve counted three times,

together with this unicursal septic curve, which meets the cubic at the six fundamental nodes.

The locus of the point |= ^222 C^'"''^'
*)' ^tc., can be found, by using the values

x = 2«, tj=-t\ z = {l,t)slf(t)

in the expressions of p. 41, to be a unicursal curve of order 16. The cone joining the node

(0, 0, 0, 1) to the unicursal septic curve, which contains this unicursal curve of order 16, is to

be found by eliminating t from the two equations t-^' + 2tri' + ^' = 0, 2/|'=/'(<|' + ?)'), and is of

order 7 ; its intersection, of order 28, contains, beside the two curves of orders 7 and 16, the five

lines joining the node (0, 0, 0, 1) to the other nodes.



ART. 38] equation and its integral. 117

aj2 _|_ 4y _ from a variable point x = ^02 (m), etc. of the surface. We have

x = ti-\-t, y=—tit; thus along the cuspidal quartic t{' — tiX — y = we have

dxi = dt, dyi = —tidt, and therefore, dui, du.2 denoting as before increments

along the quartic t" — tx — y — 0, we have

dyi _ du2

dxi dui
'

the differential equation for the pairs of cuspidal quartics may thus be

equally written

an ordinary Clairaut equation with X^ — \x — y = as its integral. To reduce

this form directly to the former, it is necessary, after substituting

dx = ^du^ + V dui , dy = 7) duo + i^du^

,

to utilise the identities

^^ + 7]i;x -yfy ^ - 2r}^- {rf + ^^) x \- 2^r}y ^ 77" + ^7}X - py
— y X 1

'

which follow at once on substituting ^= ^y — v^- Furthermore the identity

duidyi + duodx^ = 0,

is equivalent, either with

dth [g>222 {u) dih^^^ 4- ^221 {u) fZwi'^*] + dui [^021 {u) du.2''^^ + ^211 ('0 dui^^^] = 0,

that is ^du^du^^^'' + 7) {du^dii^'^^^ -f c^WidJita*^') + ^duidu^'^'' = 0,

where du^^^^ cZ^i*^* are increments along the quartic t^ — t^x — y — 0, or with

^dydyi — rj {dxdy^ + dydxj) + ^dxdx^ = 0,

which, dividing by dxdx^, is the same as the identity

-^y + voo + !:=0.

Comparing this work with that previously given we see that the

arguments v, w of two twin points are connected by

_ [
— ^22 (2^) dwy^ + 2dw2 _ [2^21 (2w) dw^ + ^22 (2w) dw^

equivalent to g>22 (2-^) = g>22 (2w), g?2i (2^) = ^21 (2w) ; we have shewn that these

are satisfied by rational expressions for ^22 (v), ^•>2i (v), ^n (v) in terms of

^22 (*<^). ^21 (w), ^n(u>)', it will be seen that ^^22 (2m), ^21 (2m) are rational

invariants, in x, y, z, of a group of birational transformations. Further, we see,

if w be a variable point on an asymptotic curve of the Kummer surface, that

the point 2w is a point of a cuspidal quartic f^ — tp.^^ (u) — ^21 (u) = ; that the

satellite point v of iv also lies on the asymptotic curve, and v — w is constant
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along the asymptotic curve, being equal to 2w"'^; also that all the 32 points

w-\-\£i, v^-\Vl, where O is any period, also lie on the asymptotic curve

and are common to the two asymptotic curves through w ; and so on. And
if {x, y, z) be the coordinates of w, and (x, y', z') those of v, we have, as

follows from the equation xy — yx + ^' — ^ = at w, or from the differential

equation of the asymptotic curves*,

daf^^d£^ g>222 jv) ^ ^221 (v) ^ g>2ii jv)

dx dy ^022(w) ^221 (w) i^2u(w)'

so that the tangent lines of the asymptotic curve, at the twin points v, w,

project upon the plane z = into parallel lines. All the cuspidal quartics

touch the unicursal octavic intersection of a;- + 4^/ = given by u = 2u"''*;

thus the asymptotic curves all touch the singular conies of the Kummer
surface, which constitute the parabolic curve f.

39. A bitangent is a chord of the Kummer surface whose intersections

coincide in two pairs. Consider now any chord. For this let the tangent

plane x^^i («) — 2/^22 («) + ^n (a) — z = 0, be called the tangent plane a ; let

(^i)) (4)) (is), (ti) be four arbitrary positions on the Riemann surface, and let

the four arguments

a = a — u"' *\ b = a — u"-' ''^ c = a — u"''*^, d = — a + u"''*\

are then such that a {a — a), a (b — a), (7{c — o), a{d-\- a) are all zero, and are

therefore upon the plane a ; they are respectively equal to

a = /3 + 14«.^2^ b = 13 + u"'*\ G = - j3 + 11""'^ d = 13- u'''*^

and are therefore, similarly, upon the plane ^ ; thus they belong to four

collinear points. Conversely let ±a, ±b, be any two points of the Kummer
surface ; take (^i), (4), (^3), {ti) so that

i^a, t, — ua,t.2 =z h — a, u"'' ^3 4- u"" ^^ = b + a,

or

a, = |- (— u""*' + u^'*'^ + w"'^3 + u'^'^^) =. a — u"''^\

b = \{ u'^'*' - ^t^' *^ + li"' ^^ + w"' ''4) = a - u"" *'-

;

then, as before, the line joining these points cuts the surface again in ±c, ±d
where

c — oi — %""*>, d = — a + u^'*\

* The differential equation of the asymptotic lines, for a surface whose tangent plane is

lx + viy + nz = 0, is (l.Tdl + dydm + dzdn= 0.

t See Klein u. Lie, Berlin. Monatsher. 1870; Eeichardt, Nova Acta Leopoldina, l. 1887,

p. 479 ; Hudson, Kmmner's quartic surface, p. 195.
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Put u = u"' *'• + w*' *'', u' = u"' *' — '?<'"' ^s V = u"'' *^ + ?,(*' *', v' = ii"-'
'"» — w*' ^'^

;

then we have a + 6 = w, c-\-d = — v' \ a — h — — u', c — d = u,

as well as a + c= ?t*' ^^ + w*' ^', a — c = — m'^' '^i 4- w*' ^^

6 4-c^ = -M''''^ + ?<''''S b-d= u'''*^ + u'''S

and 6 + c = it**' '^i + u"'' ^\ b — c = — u"" ^•^ + u^' *^,

a + d= — u^'^' + u"" **, a — d= u'^' *" + u"" *\

Introduce now the following phraseology ; if ± u, ± v he any two points

of the Kummer surface, let the two points ±(u + v), ± {u — v) be called their

forward derivatives ; they are uniquely determined when ±u, ± v, are given.

If III denote any half period, + it, ± v are the forward derivatives of the two

points +|(w+v)+|0, ±\{u-v)-\-\0., so that +^(ii+w)+ |I2, ±^{u-v)+\£l

may be called the backward derivatives of ±u, ±v; these consist of sixteen

pairs of points. Then the results just obtained may be stated by saying that

if four collinear points of the Kummer surface be divided into two jjairs,

either of the forward derivatives of one pair is conjugate to a forward

derivative of the other pair ; thus each mode of taking the two pairs gives

rise to two straight lines through the primary node, and the four collinear

points give rise to six straight lines through the primary node ; in other

words, including the whole result, if a, h, c, d be four collinear points in any

order, we have

^22 (b + c) = ^o2 (a + ed), p^^ {b-c) = g>2i (« - ed),

where the signs of a, b, c, d are arbitrary, but e, = + 1, must be suitably

taken. Further the sixteen pairs of backward derivatives ± ^{a + b) + ^fl,

±^(c + d) + ^D,, consist of sixteen pairs of twin points, the points of contact

of sixteen bitangents, and there are six such sets, each of sixteen bitangents,

associated with the four collinear points, two such sets belonging to each

mode of dividing the four collinear points into two sets of two.

It is easy to see the modification arising when the four collinear points

consist of two couples of collinear points {v, v, w, w), lying on a bitangent.

The forward derivatives consist then of (0, 0), the primary node, oi{v + w,v-\- w),

occurring twice, being the coincident intersections of the conic at infinity

with a line through the primary node, of (-y — w, v — w), occurring twice, being

also the coincident intersections of the conic at infinity with a line through

the primary node, and of (21;, 2'm;), which are then conjugate points, as we

have already found (§ 38). In fact the set of tangent planes a, /3, ..., in

general four in number, which can be drawn to the Kummer surface through

the four collinear points, contains in this case coincident planes.

40. The differential equation given above for the asymptotic lines

of the Kummer surface
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enables us at once to find rational expressions for ^^{1u), ^21 (2^) in terms

of ^22 (u), ^21 {'<<), ^n {u). For the asymptotic lines of a surface in homogeneous

coordinates x, y, z, t being*

= 0,X,
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We have however found (p. 78)

where Qi = 4 (t/t - ?'), etc., ^ = g>222(2w), etc., Gq= Q^- 6Q2 + O'-Qs; thus

^^_ Qlg>2222 (W) + ^2^^2221 jw) + Qs^^^U (w)

M i{Q.G,flaP,G,Pc,f

together with expressions for ^22 (2w) and ^21 (2w) identical with those above.

The denominator which occurs here has been seen (p. 78) to be the square

root of o-Qj, where o- is a certain quartic expression in ^, 97, ^, t ; if

^ = Ql^2222(^) + --., -S = Qi^222l(^^)+---, C^ = Ql^2211 (^0 + ' • •' WC thuS fiud

41. Another way, depending on the use of Abel's theorem, or rather its

converse, in which the functions ^'22 (2w), ... may be obtained, is of geometrical

interest.

To the points + u, ± 2u, of the Weddle surface, associate pairs of places

(6), ((f)),
and (a), (/S), of the Riemann surface, by means of the equations

without alteration of the points of the Weddle surface both (6) and
((f>)

may
be together replaced by their conjugate places on the Riemann surface,

as may the places (a), (/3). We have then

.

shewing (Appendix to Part I., Note II.) that there exists a rational function

on the Riemann surface, of the sixth order, with all its poles at infinity^

vanishing twice in each of (6), (0) and once in each of (a), (/3) ; this function

must be of the form

f — vf^ + fjbt-\ + ps,

where s^ =f{t), and the coefficients X, fi, v, p are to be determined by means of

6' -ve' + fid-\ + pS = 0, (fi'-v(f>'' + /ji(f)-\ + p<i> = 0,

S6^'-2v0 + f. +y-^ = O, Scf>^-2vcf> + f, + ^p^Ko,

where @, <l> are the values of s at (6) and
{(f)).

The function being so

determined, the places (a), (/3) are found as the remaining zeros, and thence

^22 C^u) = a + y8, ^^21 (2m) = — a/3. The conditions are those found by expressing

the identity

it' - vt-^ + H't- ^y - p'fit) = {t- df {t - (]>y (t -a){t- ^),

or, if x = +
(f)
= g?22 (u), y = -6(f) = ^^, (u), X = ^22 {2u), Y = p^, (2m),

by expressing that (f" -tx- yf {t^ -tX-Y) + p''f{t)

is the square of a cubic function of t ; when x and y only are given this last
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form gives the two sets of corresponding values for X and F. The four

conditional equations give

, e d,\ !&•- i.=\ $> if .

shewing that the plane X,^ + /li'j; + z^^ + t = passes through the point

e_^, -{%^-^e), (H)<^2_^^2^ _ (@<^3 _ ^5(3)^ ^jjich (pp. 40, 116) is the

satellite point of u on the Weddle surface, obtained from + w by projection

from the node (0, 0, 0, 1), and lies upon the chord of the cubic curve

joining the points (1, — d, Q"-, — B-'), (1, — (/>, 0", — (/)^); the conditional equa-

tions give, however, also

shewing that the plane A,| + /*?? + z^^ + t = contains every consecutive point

of the Weddle surface ; it is thus the tangent plane of the surface at the

satellite point of + u.

d fl\ d f~0\ d /e^\ d [-6^
The point

g^y :

^^ {-^)
:

^^Q :

^^ (-^)

which clearly lies on the tangent plane, is the remaining intersection of the

Weddle surface with the tangent line of the cubic curve at (1, — 0, 0^, — 0^),

and is on the unicursal septic (p. 116) which is the tangential on the Weddle

surface of the cubic space curve. The point having the same derivation

from ^ is also on the tangent plane. Further the equations

where A" =f(a), etc., shew that the point satellite to + 2u is also on the

tangent plane.

The tangent plane of the Weddle surface at the point P', satellite to + w,

has been seen (p. 68) to be the polar plane, of the point reciprocal to P' on

the Weddle surface, in regard to a cone w'Qi + y'Q.^ + z'Q^ + P4 = with vertex

at P'; if then the tangent planes of this cone which contain the chord {0, <p)

of the cubic curve be momentarily written

^i| + ... + At = 0, 4,^ + ... + At = 0,

there is an identity of the form

- p^ {oc'Qx + y'Q2 + z'Q, + P4) = (^^ + M + v^+ ry

-M,^+... + AT)(Af-f ...+At);

take the particular case of this when f r?;: ^:t=1, —t, P, -P\ then the

left side reduces to pif{t), and the first term of the right side to

{f - vt" +fit- xy ;

as each of the planes A^^ + ... + D^r = 0, A„^ + ... + DoT = passes through

and (]), the second term of the right side contains the factor (t— 0f(t — (fiY;
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the remaining factor is {t - a)(t — jS), where (1, — a, a", — a^), (1, — /S, ^^, — ^'")

are the remaining intersections with the cubic curve respectively of the

plane Ai^ + ... + D^r = and A^^ + ... + D2T = and the identity becomes

that previously obtained. In other words, if the point ±uhe joined to the

node (0, 0, 0, 1), the join giving the satellite point P'; if the cone with P' as

vertex to contain the six common points of the quadrics Qi, Q^, Qs, P4, be

constructed ; then the tangent planes of this cone which contain the chord

of the cubic curve through P', cut the cubic curve again in points a, /3, which

are upon the chord of the cubic through the satellite point of the point + 2u.

The condition determining ^22(2w)'" ^^J ^^^^ ^1^° ^® expressed by

saying, if Q^, Q^, Q3, P4, denote the values of Qi, ... for the point ±u
(cf p. 76 for the equations xlQ^=...), that the quadric following, for a

proper value of fi {— p^/Qa),

[e<^Oi^ + [6'(/> + a(^ + <^)] 77 + (^ + (^ + a) ^+ r}

must be the square of a plane, namely of the tangent plane at + u'; the

conditions for this are, that in the discriminantal matrix of this quadric,

every minor of two rows and columns be zero.

If + u' be the arguments associated with P', the satellite point of + u,

we know that g^aa (2?t') = ^22 (2w), ^21 (^^t') = ^21 (2^0 ;
hence if the cone be

drawn to contain the six common points of the quadrics Q-^, Qo, Q3, P4, with

its vertex at + u, the tangent planes of the cone, passing through the chord

of the cubic curve through ± u, will also cut the cubic curve in the points

a, yS, and the satellite point of the point + 2ti' will lie on the chord a, yS of
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the cubic, and on the tangent plane of the Weddle surface at + u. If 6',
<f)'

be the two points of the cubic curve, on the chord of this drawn through ± u,

we may draw the diagram annexed, where D denotes the node (0, 0, 0, 1),

which may help to keep the relations in mind.

In order that l^^ + liij + l^^+ l^r = should touch the cone

(a, b, c, d, f, g, h, u, v, w) (^, rj, ^, t)^ =

it is sufficient, beside the condition that the plane passes through the vertex

of the cone, that

= 0;6
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And in fact if (
-7-^ 1 and f -^ j

give two directions through the point ± u

which are harmonic in regard to the directions given by

\dtLiJ dui

while (;7—7) , {j~^f) ^^^ the directions at + u' obtained from these respectively

by projection from the node (0, 0, 0, 1), we have

/du2\ _ /duo\ (duo\ _ fd'w\

\duiJi \duJ2 ' \duiJ^ \duJi

'

42. Consider now the asymptotic lines of the Weddle surface; their

directions at + m are given by a determinantal equation

>222(m), g>2222(M), ^2221 (w)> (^'g>222 (w) = 0,

but the algebraic work is simpler if we proceed as follows : expressing that

the tangent plane \^ + fir} + v^ + t = contains the point whose coordinates

are

and similar expressions, we obtain, beside the three equations already found,

\- /jlO + vO'' - e^ _ \ - fi(f) + v([>' - cf)^

@ ~ O '

d (X - 1x6 + vO'- - 6'

)
= o,

a^,r-^r-^> o,
dd\ © J

^'
d(f)

the further equation

^^ m [ @ )
^ ^^"

af^ [ ^ ~

for the asymptotic lines
;
putting T"- =f(t), differentiating twice the identity

in t,

\-fit+ vt' - ty
^ _ (t' - tx - y) {P -tX-Y)

( .
and then putting t= 9, we find

fit)

@
in

© {d-<i>y
Ad-a){e-^)

@2
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so that the asymptotic lines are given by

a result obtained in this way by Mr H. Bateman, Proc. Lond. Math. Soc.

New Series, Vol. ill. (1905), p. 235. Putting herein

de deb , edd 6d6

and reducing, it becomes, replacing + cf), 6(f),
a + ^, a/3 respectively by

dii
this is the relation for -^ when we move along an asymptotic line at the

point + io; putting (p. 117)

dill \ dUi J I \ dUi

we can verify algebraically, though the fact is obvious from the geometrical

interpretation above given for this transformation, that the differential

du' . .

equation for -~, is precisely the same, so that the asymptotic directions

project from the node (0, 0, 0, 1) into asymptotic directions; putting then

X=X', F= Y', a)=Q„'IQs, y = — Q1/Q3, we have the form for the differential

equation of the asymptotic lines at ±u'; finally dropping the dashes, the

asymptotic lines at + w are given by

that is by

{Q, - XQ,)
(^^J

-2{Q,+ YQ,) ^^ + Q,X + Q,Y= 0,

Qi -Y dui

Q2 X Idu^dui

Qs 1 du^^

= 0;

and are therefore harmonic in regard to the directions given by each of the

two equations

(i) (p\-Xp-Y=0,

It follows conversely that each of these two equations gives a pair of

conjugate directions ; that the latter (ii) does so can easily be seen geo-

metrically ; a geometrical proof that the former (i) also does so would enable

us to write down the differential equation of the asymptotic lines at once

;
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the fact is equivalent with the statement that tlie Weddle and the Kummer
surfaces are such that the asymptotic directions on either corresjjond to

conjugate directions on the other, a relation projectively generalising that

considered by Lie between two surfaces of which the asymptotic lines of one

correspond to the lines of curvature of the other (Geom. der Berilhrungs-

t7-ansformatione7i* (1896), pp. 473, 636) ; it was by relating the Kummer
surface in this particular way that the asymptotic lines of Kummer's surface

were first determined, by Lie, Gompt. Rend. LXXI. (1871), p. 579. In regard to

these conjugate directions, (i), we have proved (p, 117) that they are given by

t'-tX-Y=0,

that they are the tangents of the intersection of the cone

with the Weddle surface at the vertex of the cone, that any element at ± u

of a particular curve t is projected from the node (0, 0, 0, 1) into an element

of the same curve at + u', the arguments u', u being such that u'— u = u"'' *,

and that the curve t is given by 2it = w*' * + u'^' ^, for variable /S. With regard

to the directions (ii), consider first the cone joining the point 6 of the cubic

curve to all other points of the cubic curve, whose equation is given by

e'Q^-eQ, + Q^=^o,

it passes through the point + u', or P', for which ^ =
ff.
—

j^, v' = ~ ^ + ?^ ,

etc., and, as we have seen, the tangent plane of the Weddle surface at this

point passes through the point

dd[ej

'

de[e J ' dd \%)
' dd\%

or T, which (p. 116) is the tangential on the Weddle surface of the point 6 of

the cubic curve ; in other words the quintic curve of intersection with the

Weddle surface, other than the cubic curve, of the cone d'^Q^ — OQ^ + Qi = 0,

is the curve of contact of the tangent cone to the Weddle surface from the

point T; let P/ be the point of this curve of contact lying on the chord

joining 6 to <p + dcf) ; the tangent planes of the Weddle surface at P' and P/
are tangent planes of the cone of contact, touching this along the generators

TP' and TP/; thus they ultimately intersect in P'T, which is thus the

conjugate direction on the Weddle surface to P'P^. Consider now the

similar cone ^"Q^ — (^Q.2 + Qi = 0, containing the cubic curve, with vertex

at ^; its tangent line at P' joins the points

d (I 1\ d f-<l>

* Also, Lie, Math. Annal. v. (1871); Darboux, TMorie, Nos. 157, 164.
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namely is the line P'T\ thus the two cones

or the curves of contact of the tangent cones to the Weddle surface from the

points

de[s) ''doye
)

'

"" dcfi[^)'d(f>\W

give conjugate directions on the surface at P'. We can find the differential

equations for these curves : for consistence of notation consider the corre-

sponding curve d'^Qs— 6'Q2+ Qi = 0, passing through + u, where 6', <^' are the

extremities of the chord of the cubic curve through + u. This projects into

a locus near + u represented by 6'" — d'x' — y' = 0, which gives, as we have seen

(p. 117)

\dujj dui ^ '

herein put

'^^, = {Xp + 2Y)/i2p-X\

where p = ~ ; we thence have, for the differential equation of the curve

0"Q,-e'Q, + Q, = 0,

the form

p%X'-2Xx'-^y')+p(4^XY-4>Yx' + X'x' + 4>Xy') + 4<Y'+2YXa;'-X'-y'=0,

which can be shewn to be the same as

(Z^ + 4F) ip" - x'p -y')-2 {Xx' + 2F+ 2^/') {p'-pX- Y) = 0,

so that the curves t^Q.^ -tQ._+Q^ = through + u, the curves t^ — tX — F =
through i u, and the curves given by the differential equation p^ — px — y — 0,

or

<") «'(s:T-«'d~>«-«.
through + u, belong to the same involution ; this is in accordance with what

we have found, the asymptotic directions being the double rays for the

involution, and the equations

(i) i?-tX-Y=^,

(iii) t^q, - tQ, + Qi = 0,

^duoV ^ /du«\
(''> «.(sy-«^(i)+«-«-

defining three pairs of conjugate directions ; the directions (ii) are the

harmonic conjugates of the directions (iii) in regard to the directions (i).

For the space cubic

u^u^'^, 2ii = 2M*.«, X^n, Y=~t\ Q, = 0, Q,^0, Qs = 0,
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and the equation of the asymptotic lines is satisfied by the vanishing of its

coefficients. For u ~ 2m*' *, 0=
(f)
= t, and the equation

(^_a)(^_y3)^' = ((/,-a)(</,-^)^

is satisfied; thus the unicursal septic and its projection, a unicursal 16-thic

(p. 116, note), are both asymptotic lines.

43. Another method of determining the functions ^732 (2w), etc., is as

follows ; if in the equation

cr (v + u)cr(v — u) , . , . , , . . , . , .

\'(V)(T^U) " ^^ ^^^ ^'' ^^^ ~ ^'' ^^^ ^"^'^ ^""^ "^ ^" ^""^ ~ ^" ^^^

we put Vi = Ui + ti, V2 = U2 + t2, where t^, ^2 are small, and equate the

coefficients of ti and t2, we shall have, from the coefficient of t^, the identity

where x — ^0^2 (u), f = ^222 (w), etc., and from the coefficient of ti,

a(2u)

a' (u)
= yr}-x^-T, =^M, say

;

taking second logarithmic differential coefficients of this we infer

M^^)= TM^ -, &.(^u) =^ -^ ^\
4if2 4>M^

&n (2w) =
4iP

Now (pp. 89, 41)

jlf2 = y2^2 ^ ^2^2 + t2 _ 2xyr)^ - 2yr]T + 2x^t

— _ i— 4
— A,o
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,
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terms are {xz — y'^Y- Further, differentiating the identity y^ — xr} — ^=0
in regard to m^ we find

- yi'>z^i + ^^2211 + ^•>2iii = tl - V">

and hence

M. = -2{^^- rf), Ml = yiO.^^n - *'^2iii - ^ini

,

il/22 = - 2 (1^^2211 - 277^2221 + ^^2222), i/21 = - 2 (IgJaiii - 277^2211 + ^^^2221),

while Mn = ^P22u - '7^2111 + 2/^22111 - ^'^^21111 - gJinu

,

so that each of M^, M^ is a rational polynomial in x, y, z, and each of Jf22>

Moj, Mn is a linear function of ^, 7], ^, r with coefficients rational in x,y,z\

as the squares and products of f, 97, ^, t are rational in a;, y, z, we can express

each of ^^22 (2w), ^jgi (2^0) ^•'u (2'?*) rationally in x, y, z. We do not develop the

expressions,

44. We have seen (p. 114) that if + w be any point of the Kummer
surface, and {t) be either of the places of the Riemann surface determined by

S = ^^^222 (2«<^) + ^^221 (2W)

then the other points of contact of the bitangents through + w have argu-

ments ±{w + u^'*), where 6 is in turn one of the roots of the fundamental

sextic (including infinity or ^ = a). We have also seen that

^J22 (2w) = ^22 (2w + 2u^' % gJai (2w) = ^21 (2m; + ^u""' *)
;

as u^' * = u'^'
i + u^'<^ = u"" i + half period, the functions ^^22 (2w), ^i-v (2m;) have

the same value at w as at each of the six derived points. If + w be one of

these six points we have

2v=2w-\- 2u^'i = U*'^ + U*- 6_2ut'0 = - u*' « + U*^' ^ = U*''^ + U*"

\

where (i') is the conjugate place of the Riemann surface to {t\ Thus the

place of the Riemann surface associated with v as is {t) with w is the place

(^'), and when we derive from v as we derived from w, we obtain places

V + U'^'
^' = W + U^' * — U'^'* = W + U^' ^,

that is places (including w itself) whose arguments differ from that of w by
half periods. The transformation from m; to w is in fact that given by the

transformation Ar (p. 79), and the next step gives places of the Kummer
surface derived by the transformations Ar~'^As. We thus get on the whole

82 places, as on p. 81. For each of these 32 places the functions ^022{'^u)>

§-21 (2w) have the same value, and they are invariants of the group of

32 birational transformations.

For the Weddle surface the transformations are equivalent only to

projections from the six nodes in turn. Putting

Ue^^ = e^^\r^ + ((^i/r + 1^6' + ^</)) 77 + (^ + </> + -v|r) 77 + ^, etc..
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where the six nodes are

(0,0,0,1), (i,-e,e^-d'), (i,-<^,...), (i,-t>-"X (i,-m,...), a,-n,.,.),

and putting

j^ ^ (0 - m) U^^ y^ ((f)
- m) JJ^0 ^ ^ (i/r - m) Uq^

.,, — m , (b — 'm -dr — m
with a— ?r ) t>=~, , c= —. ,

u — n (p — n Y — n

the Weddle surface has nodes at (0, 0, 0), at the infinite ends of the axes of

X, F, ^, at (1, 1, 1) and at (a, h, c), its equation takes a simple form, and the

coordinates of the transformed points can be explicitly expressed without

much difficulty. Regarding X, Y, Z as rectangular Cartesian coordinates,

the 32 points are the corners of four rectangular parallelepipeds ; one of

these is obtained from the original point (X, Y, Z) by projections from the

three infinite nodes 6, 0, -vlr, the others are obtained respectively from

(Zo, Fo, Zq), (Xi, Yi, Zj), (Xa, Ya, Z„), also by projections from these infinite

nodes, where (Xo, Fq, Z,^) is the point obtained from (X, F, Z) by projection

from the node (0, 0, 0), and similarly (Xj, Fj, Z^ and (X^, Ya, Zg) are obtained

from (X, F, Z) by projection from the nodes (1, 1, 1), {a, b, c). It is found

that there are two rational functions H, K of the coordinates X, F, Z which

have the same value at all the corners of the first rectangular parallelepiped,

have also the same values, respectively -^ , ^ , at the corners of the second

rectangular parallelepiped, have also the same values, respectively K, H, at

the third set of eight corners, and finally have the same values, respectively

-^ , "rr , at the last set of eight corners. Thus any symmetric function of the

four quantities H, t?, K, ^^ has the same value at each of the 32 points,

and it would be an interesting problem to express ^22 (2^), ^J^i C^u) each in

this way ; if this is possible. The function H, in terms of our original

coordinates, is

(6 - m) ((f)
- m) (yjr - m) UmnU4>>i^U^!>eU'e4>

(d-n)((^-n)('^-n) (^^ - v') U%^^
'

which then has the same value for all the eight arguments

w, w + u^> *, w-\- U^' *, w + U'^' *,

We have, as remarked in an Example given below,

where Pg = y + ex- 6^ Pg^ = 0(f)w -\- (0 + (f))i/ + z - ee^,

so that H can be expressed (irrationally) in terms of oc, y, 2.

9—2
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We do not pursue this matter. See Pr-oc. Lond. Math. Soc. (1903-4),

Ser. 2, Vol. i. p. 247, where the formulae are given at length.

45. The formula

a (u + v)(T (u — v) ,, , s ,, ,,, ,. ..

a'(ii)a'{v)
^ ^'' ^'^^ ^'' ^^^ ~ ^'^'^ ^''^ ^'' ^^^ "^ ^*^" ^""^ ~ ^" ^''^

can be used to obtain the expressions for the functions

gjgo (U + V), ^.?oi {U + V), ^Jn (^t + V)

in terms of functions of u and v.

Let ^2-2 ("^0 = ^' s**^-' ^22(?^) = *'i5 etc., ^^222 00 = I' etc., ^.'sis ('w) = fi > etc.,

and M=xy^ — x^y + 2^ — 2;

differentiating logarithmically in regard to u^ and v., and adding the results.

have

r20.+.)-r.(^*)-r.(^)=-2(9^^+g^j/^:

differentiating this in regard to ti., and v^, and subtracting and adding the

results, we get

^Sf-f}-t(ifr-(if)i--(^-^-)'
and 4<M"-{^j^_{u + v) + ^o,,{u) + ^jr,.(v)}=P + Q,

V9w2 8^2 du^dvj
'

we have ^ = Vi^ -x^V - K = {yi-y)^-{^i- x)v,

= (2/1 - y) B222 (lO - (^1 - ^) ^^2221 (w),

dm
dundv.

= ^Vi - ^iV,

so that P is expressible rationally in x, y, z, x^, y^, z^, and both P and Q can

be expressed, of course, rationally in x, y, f and Xi, y^, fj. Similar formulae

can be found for ^J^i (u + v) and gJ^ (u + v).

Or we may adopt another method. Let

and tt + v + w = 0;

there exists then on the Riemann surface a rational function of order six
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having its poles at infinity, and vanishing in {0^), (d.^), (d.,,), (6^), {6r), (6^)

(see Appendix to Part I., Note II.) ; say this is

t^ - vt^ + lxt — \ + ps,

where s" = f(t); the coefficients v, fi, \, p are then found from four equations

such as

ei-v9i^-lxdi-\^-p%i = 0, i = \, 2, 3, 4,

where @j is the value of s at the place {6i) of the Riemann surface ;
and when

the function is found, the places {9.), {6^) are determined without ambiguity

;

there exists then the identity in t

{f - vt- + fxt- xy - p'f{t) = cji (t),

where cj) (t) is the product of the six factors t — di, and, since

^22 {u) = 0, + e,
,

j^Joo (v) = d^ + e„ gJ22 {w) = 0, + 0,

,

we have gJog (^^ \-v)-\- i^y^^ (") + ^•'22 (^) = 2y + 4/d^

where in v, p, determined as above, we are to substitute

Oi + 0o = iO^(u), 9i02 = -fli{u), 03 + 04 = ^22{v), ^3^4=-^2l(wX

®1 = Olih^ (U) + gt'221 (U), @2 = ^2^222 ('0 + ^^^21 (U)

,

®3 = ^3^222 (V) + ^221 (v), @4 = ^4^222 (v) + ^^221 (v).

The functions ^^i (u + v), ^n (u + v) can also be calculated, their values

-0,6e, ^e,,s, or i[F(0„ 0,)-2@,@,]/(0r,-0ef, being determined by the

knowledge of the remaining zeros of the rational function above.

The relations are capable of important geometrical interpretation.

Consider the six points (1, — 0i, 0i-,
— ^/) upon the cubic space curve, each

being associated with its proper quantity %i, definite in sign, as above.

Denoting by \, b.., ..., 65 the roots oi f(t), the identity above gives

the right side we may denote by ^i ; it is definite when \, /x, v are

determined. The plane

X^ + /JLT] -\- v^+ T =

passes then through the fifteen points of the Weddle surface such as

which we may call the point {01, 0j), and also through fifteen points

1_Jl :L^.k k_k ^4.k\ [L zh K tl^' + i

and is thus symmetrical in regard to the two sets of six points (^1, ...,0q),

(bi, ...,65, 00 ), lying on the cubic curve. In particular it cuts the edges of the

tetrahedron (^1, 0^, 0^, 0^ in six points lying on four straight lines, since the
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points (^1, ^2), (^2) ^3). (^3 J ^1) are manifestly collinear. It can now be proved

that, to every quadric surface through one of the sets of six points, corre-

sponds a quadric through the other set of six points, touching the former

quadric along a conic lying on the plane X|^ + /i?7 + ^^^+ t = 0*.

To see this in the simplest way, put

^ = X+Y^-Z+T, v = -(OiX + 0,Y+e,Z+d,T),

t= d^'X + d^'Y+ 6iZ+ e,'T, T = - {d,'X + d,'Y+ e/Z+ diT),

giving

-{e,-e,){d,-d,){d,-e,)X^e,e,6,^+{d,d,+d,d,+e,d,)r^^{d,+d,+e,)^+r,

and so on, so that X = 0, Y =0, Z =Q, T =0 are the faces of the tetrahedron

0\> Oo, 63, O4; substituting in

Q = ^x{7)T - ^0 + 42/ (v^-M + 4^ (^1 - V)

it is at once found that this reduces to

Q = -(^^X + e,Y+®.,Z+O^jy + ^tYZ(0,-e,yPe,,e, (I),

where Pe„ e, = OJ^ x- + (c'2 + ^3) 2/ + ^ ^iQ _Q\^ '

now, for the point {Oi, dj), if the difference 6i — 6j be denoted by {ij), we have

(14) (24) (34) T = (iiii^ -^Mimm
.

and so on; thus for the point (^1, 6^ we have

(21)(31)(41)X=2l)(^i(M)^ 7 = 0, Z=0,

(14) (24) (34) rJ- M^?^),

so that this point, and similarly the other points {60, 6^, {63, 64), and generally,

all the points (Oi, dj), lie upon the plane %^X + ©2^^+ ©3^+ ©4^=0, which

is therefore the same as X^ + /xt; + i^^+ t = 0. Thus, considering the par-

ticular case of the identity (I) in which the current point is upon the cubic

curve, namely putting ^, ij, ^, t = 1, —t, t^, - f, we have the identity

fit) = A(f- vt^ + f^t-\f + B{t- e,) (t - 0,) (t - e,) (t - d,) (t - d,') (t - e:),

* The condition for a quadric surface to reduce to the square of a plane is the vanishing of

all minors of two rows and columns in the discriminantal matrix of the quadric ; and the

conditions for a symmetrical matrix of n rows that all minors of n-r rows and columns vanish

are l[r + \) (r + 2) in number [Sylvester, Coll. Papers, Vol. i. p. 147]. Thus through four arbitrary

points a determinate number, in fact 8, quadrics can be di-awn to have plane contact with an
arbitrary quadric.
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where J., B are certain constants, and Q^, 6^ are the remaining intersections,

other than 6-^, 6^, 63, 6^, of the quadric

R = tYZ{e,-d,yPe^,e=0

with the cubic curve ; as this identity is of the same form as that originally

deduced from Abel's theorem, we infer that ^5', 6q are the same as 6^, Og, and

have so proved the theorem. And this, to resume, is equivalent to the state-

ment : Let ±u, ± V be two arbitrary points of the Weddle surface, P', Q' their

projections from the node (0, 0, 0, 1) ; let d^, 62 be the extremities of the chord

of the cubic through P', and 63, 6^ the extremities of the chord through Q'; the

arguments + u, ± v determine definite signs for the associated radicals @i, ©2>

@3, @4, and so determine a definite plane tjt through the three points

taking then any quadric Q through the nodes of the Weddle surface, there is a

definite quadric R through the four points (61, d^, ^s: ^4) having contact with Q
along a conic lying on this plane -sr ; all these quadrics R, as Q varies, intersect

the cubic curve again in the same two points 65, 6s', with proper signs for ©5, ©e,

the point ± {u -fv) is the projection, from the node (0, 0, 0, 1), of the point

(@fi — @g, — ^5@s-f-^6 0g, ...). The complete geometrical figure, allowing all

possibilities for the signs of @i, ©a, ^z> ®4, will involve 8 planes; each

quadric Q will have plane contact with 8 quadrics R through the four points

^1. ^2, ^3) ^4> and there will be 8 resulting pairs of points 6^, 6^; the 8 planes

give two tetrahedra which with the tetrahedron 6^, 6^, O3, O4 are in fourfold

perspective ; but we refrain from further consideration of the general figure.

The points 65, 6^, by substituting

(21) (31) (41) Z = (^, - t) {03 - t) {6, - 1), etc.,

in the quadric R, are found from the quadratic equation

S (^, - ^3)(^i - ^4) [Ee,, ^3
(« - ^1) (« - ^4) + Ee,, e,

(t - 0.) (t - ^3)] = 0,

where Eg,^ = i [F(e,
<f>)

- 2@^]/{0 - (f>y.

The quadric R is of the form

xR^ + yR^ + zR^ + ;Sf = 0,

where

R, = 4>X(02-03T0,0syZ, R2 = 4>Xi0,-0sTi0, + 0s)YZ, R3 = 4^X{0,-0syYZ

are the same as Q^, Q^, Q3, and pass through the cubic curve, while

S=-4>l(0,-03yEe.^eJZ

= -^[Fi0„03)-2@S,]YZ,

contains the six points 0^, ..., 0^. The quadric R, written momentarily in the

form

fYZ + gZX + hXY+uXT + vYT+wZT = 0,
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will be a cone if
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The equation of a Weddle surface referred to four of its nodes as tetrahedron

of reference is well known, and the new surface will be of the form

A, ^^'-^'^ + A,^ + ^3 ^p^' + A, ^W, ^ 0.

^02^3^4 ^dsd^e^ '-'6l6.A ^9,0,,93

Denoting the quadric 8, in terms of ^, 'q, ^, r, by

8 = - x'Q, - y'Q^ - z'Q^ - /AoP + l^i^V - H'-^" + /^a'?^ - I^X" + /*5^t - ix^r"",

the identity

P, = - 1 (\| + ^^ + i;^+ r)^ + ;Sf

shews that the polar planes of any point in regard to the quadrics P^ and 8
meet on the plane X^ + /x?; + i^^ + t = ; if in

- 2Xoir + Xa ih' + r^) - 2^3^^' +...=- ~ (xi +.. .) (^r + . . .)

r

• - 4^' {'qr' + Vt - 2^n - %' ('?r + ^7'^- |t' - fr) - 4^' (ff + ^1 - 27^7;')

- 2/iofr+ ••• - VeTT"'

we put

^=l,77=-^„^=^,^T = -^l^ and f =i,v=-^., r=^2^T'=-^2^

we obtain

- P(6'i, ^2) = - 2©!®, - 4 (6'i - e^y [x'OA + 2/' (6>i + ^,) + /]

i =

whereby the tangent plane of the oi^iginal Kummer surface,

at once takes the form

OA (^ - ^') + (^i + ^.) {y - y') -vz-z'-
ll^Q^^.

= 0,

proper for a singular tangent plane of the new Kummer surface ; with this

notation also, the equation of the new Weddle surface will differ only from

that of the old in the substitution of //.q, //-i, ... for \^, \^, ... ; denoting them

by n, Vl' we have then, since 12 is linear in Xq. ^d ^i,--- (see pp. 78 and 67),

0_0'-— ^--— — 1^^_^^^
a| ar 3 87; a^

"^
3 a^ aT^ ar a|

'

where H ^— - (\| +M -\- v^+ rf — x'Q^ — y'Q.^ — /Q3,
r

thus the two Weddle surfaces cut (i) in the cubic curve, which is an asymptotic
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line upon each, so that the surfaces touch along this curve, (ii) in a plane

quartic curve lying upon X^ + yLtT; + i/^+ r = 0, (iii) upon the first polar, in

regard to the developable quartic surface F =0, of the pole of the plane

X,^ + /at; + 1/7/ + ^= in the linear complex I + 2tl' = 0, previously noticed (p, 67);

beside the cubic, which is an asymptotic line on this first polar, this gives a

sextic curve.

It would be interesting to follow out the relations between these Weddle

surfaces corresponding to the relations between the associated Kummer
surfaces ; we refrain from this. But when 6^ — 6^ = 6 and 0^= 64 = </>, the

arguments u, v become equal, the plane @iX + . . . = 0, passing through the

points
" ~9/l1 - ^

@ 4>' '^^'
_8 /-16

becomes the tangent plane of the Weddle surface at the first point,

and the figure becomes that previously considered in determining the

functions ^^22 (^zt), • • (p- 123). For that case, with the notation previously

used, the new Kummer and Weddle surfaces are to be determined from

the quadric

R==(w- x') Q, + (y-y') Q, + {z- z') Q,

P

where the last term represents the product of the tangent planes of the

cone x'Qi + y'Q^ + z'Qs + P4 = which pass through the chord 6,
<f>

of the

cubic.

It is possible to determine a new Weddle surface with six arbitrary points

of the cubic 6^,..., 6^ as nodes; this intersects the original in a curve of the

tenth degree, beside touching it along the cubic. See Darboux, Bull, des

Sc. Math. I. (1870), p. 357; Bateman, Proc. Bond. Math. 80c. ill. (1905),

p. 237.

It is possible in another way to determine a new Kummer surface with

nodes upon the old one, and tropes touching the old one, the two surfaces

touching along an octavic curve (Klein, Math. Annal. xxvii. (1886), p. 136
;

Rohn, Math. Annal. xv. (1879), pp. 350—352; Heye, Grelle, xcvil. (1884),

p. 248; Hudson, Kummer s Quartic Surface, p. 159); taking each of Cj, €2,

€3, €4 to be + 1, and 6^, ...,6^ arbitrarily, the nodes are the sixteen points

and the tropes are the tangent planes of the original Kummer surface

touching at the points satellite to

^ (w"' ^1 + e-tU"'' ^2 + CoW"' ^^ + e./iif' ^4 + €4'?*''' ^^ + fi 62^3^4'**"' ^'')-
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After Reichardt, Nova Acta Leopoldina, L. 1887, p. 476, the octavic curves

of contact of the go " Kummer surfaces so obtainable are given, in our

notation, by

m + mi [gJai (2w) + 61^02 (2%) - wf + . . . + m., [^^ (2m) + h^(^^ (2m) - h,^f = 0,

where m, m^,...,m5 are arbitrary, and 61,..., 65 are the roots of the quintic

46. The equation expressing the functions ^222 {u), etc. in terms of the

functions ^22(1*), etc., of pp. 39, .59, is in connexion with the theory of certain

cubic surfaces with four nodes, which touch the Kummer surface along sextic

curves represented by ^0^^222 («) + •••= ; these correspond to plane sections of

the Weddle surface. As the following brief account shews, the theory of

these surfaces and their reciprocal, the Steiner quartic surface, is of con-

siderable geometrical interest.

Consider the quadric

«Qi + 2/Q2 + zQz + P4 = 0,

where Qr = ^{vT-K% Q^^^iv^-^r), Q3 = 4 (^^ - 77^),

and P4 = - Xof + \^v- ^2V- + '^2V^-\^- + 4<^T.

Take also an arbitrary plane

The conditions that the quadric should touch the plane in the point

(^i> Vi> ^ly '^1) ^-re the equations

^^+2/5— +^^ + ^- + ^^1 = 0,
oVi (JVi orjj d?7i

0,

OTj OTi OTi OTi

4|i + kVi+ k^i + hri

leading, for (w, y, z), to the sole condition

G =

^^+y'^+^'^ + '-^ + ^h = 0,

= 0,

— ^0,
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If C^_s denote the minor of the sth element of the ?^th row of G, we have, to

express (|i, ?/i, ^i, Tj) in terms of ix, y, z),

'^ll ^12 ^-^13 ^14

where the denominators are quadric functions, and, to express {x, y, z) in

terms of (fj, t]^, ^i, Tj),

X _ y •s; _ 1

where D^, D2, D3, D^ are the determinants, with proper signs, obtained by

omitting the columns in order in the matrix

, -2ti, 2^1 , -\^i+h^iVi , 4

2ti , 2^1 , -4771, |-X.i^i-X2% + ^X3^i, ^1

-4^1, 2771, 2^1, 1X3771 - X,ri + 2ti , ^2

2^71 , -2|„ , 2^, , ^3

and are cubic functions. This gives a representation of the cubic surface

(7=0 upon the plane Iq^ + Ii7) + L^+ IsT = 0.

By immediate differentiation of the determinant C we have, when (x, y, z)

is upon (7 = 0,

|^=4(C,,-(733), ^=4(^3-^,0, |^=4((7,3-C,0,

and ^^ = ~ XoC/u + A-iCia — A,2C22 + ^^G^^^ — X4G03 + 4(734
ot

+ 2(loGi5 + ^1 C'25 + I2 G35 + I2, Gisi),

where t (= 1) is introduced, only for differentiation, to render G homogeneous

in X, y, z, t; since Gi-iGrs= G-^^G-^g when (7 = 0, and

we have, if we multiply by Cn and replace the ratios On : G-^^ : G-^^ : C'14 by

aC 3(7 dG dG__ n n j^

dx'- dy
'•

dz
' dt~^'-^'-^''--^'

and the surface reciprocal to 6' = is therefore represented upon the

plane by
x'=Q,/P,, y' = Q,/P„ z' = Q,IP„

where Qi = ^ (?7iTi
— ^1"), etc., and is thus a quartic surface; denote it by S.

In terms of the coordinates {x, y, z) of the corresponding point of the surface G,

the tangent plane at any point of S is

xX^yY-VzZ-Vl = 0,

where X, F, Z are current coordinates ; it thus cuts ^ in a locus whose

representative upon the plane l^^ -\- I^t] + L^+ l^r = is given by

xQi + 2/Q2 + zQ; + P4 = 0,
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that is by two straight lines, since, in virtue of (7 = 0, this quadric touches the

plane. The curve upon 8 which corresponds to a straight line in the plane

lo^+hv + h^+hT = ^ is cut by any plane AX + BY+CZ+ D = in as

many points as is the straight line by the conic AQi + BQ.,+ CQp, + Pi = 0,

and is thus a conic. The surface 8 has thus the property of being cut by

any of its tangent planes in two conies, and the reciprocal surface C has the

property that its tangent cone, drawn from any point of itself, breaks up

into two quadric cones. These two conies upon 8 will coincide, and the

surface be touched by a plane at all points of a conic, if the two straight lines

^Qi + yQo. + zQ, + P4 = 0, 4? + kv + UX+ kr =

coincide ; we investigate now the condition for this : the quadric xQ^ + . . . =
must be a cone touched by 4^+ ••• = 0- Now a quadric

U= (a, b, c, d,f, g, h, u, v, w\^, v, K, '^T

will be a cone, with vertex at (|o. Vo, ^0, Tq), if the four equations

a^o + h'r]o + g^o + uTo = 0, ..., ..., ...,

are satisfied; it will touch lo^+ ...=0 at (f, rj', ^', t') if we have the five

equations

let the minors in

r =

+ •5J-^o =
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Papers, Vol, i. p. 147), Returning then to the case now being considered,

the two straight lines

^Qi + 2/Q2 + zQz + P4 = 0, ;,^ + ^j^ + ;,^ + 4t = 0,

will coincide if x, y, z be such as to satisfy the three conditions necessary that

all the first minors of the determinant C should vanish. This agrees with

the consequence that then each of 9C/8a;, Wl'by, dCjdz, dC/dt, which as before

remarked are linear functions of these first minors, would vanish ; for a

singular plane of S must correspond to a double point of the reciprocal

surface* C. We can further use the representation upon the plane to

determine these nodes of C. Let

be the intersections of the plane l„^ + .,, = with the common cubic curve

of the quadrics Q^, Q.^, Qs, so that l^ : l^ : l^: l^= 6'<^i/r : S^</) : S^ : 1 ; denote

these points by A, B, C; it is found at once on computation that the Weddle
surface cuts the side AB in two points P, P' of coordinates

(@ + <I), -(©</) + $6'), %(^-' + <^e\ -
{(8)(f)^ + ^6'))

and (@-^, -{S(l)-^e), ©<^2_^^2^ -(®(f>^-^6%
where ©^ = Xo + Xi<^ + >-2^' + ^,3^^ + ^4^^ -f- 4>e'

and 0)2 = x^ + Xj0 + x^c^^ ^ -^^^s _|_ ^^,^4 _|. 4^5

We thus have four straight lines P'QR, Q'RP, R'PQ, P'Q'R', and the

* Incidentally we see that any symmetrical determinantal equation, whose elements are

rational in three coordinates x, y, z, whatever be the order of the determinant, represents a
surface whose nodes make all the first minors vanish.
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diagram given. Or the points P, Q, P', Q', R, R', and hence the points

A, B, C, may be defined thus: the quadrics Qi, Q^, Q3, P4 cut the plane

;„|-f ... = in four conies; the condition that a self-polar triangle of a conic

should be possible circumscribed about a conic whose tangential equation is

(A,B, G,F, G,H^l,m,ny = 0,

is known to be

Aa, + Bh, + Cc, + 2Ff, + ^Gg, + 2HK - 0,

namely linear in A, B, G, F, G, H ; thus the general tangential conic so

harmonically inscribed to each of four given conies involves linearly two

arbitrary parameters and is one of a set of conies touching four straight

lines ; among these conies there are three point-pairs, say F, P'
; Q, Q' ; R, R',

and these will be conjugate pairs of points in regard to the four given conies,

and therefore conjugate pairs in regard to the four quadrics ^1,^2,^3,^4-

It is a. known property of conies that if three coUinear points L, M, N be

taken respectively on PP', QQ', RR' and then three other points L', M', N'

respectively on PP\ QQ', RR', and so that each of LL'PP', MM'QQ',

NN'RR' is a harmonic range, then L', M', N' are collinear. Consider the

general quadric aQi + 2/Q2 + ^Qs + P4 = 0, where x, y, z is any point on the

cubic surface (7=0; the two lines in which it intersects the plane /0I+ ••• =0
can be shewn to be two such lines as LMN, L'M'N'. For substituting

in this quadric the coordinates

@ + ^ + ^(@_(I)), -{%^^m)-m{%4>-^d),

@<^^ + ^e^^ -h m (Scj)"' - ^e% - (©</>^ -I- ^6') - m (0</)=^ - ^9%

putting

/((9, </>) = 2x0 + \,{d + <^) + e(f> [2\, +x,{e + cj>)] + e^'cfy^ [2\ + 4.(0 + <^)],

„ _ /(^,</))-2@^ f(0,<}>) +2@^
^6A- 4(^_^)2 '

^«.*-
4((9-(/))2 '

we find

0)6(1} + ij(0 + (f>) + z- E'e,^ = ni" [xOcj) + y(d + cj)) + z- Eg^ ^],

which gives two points harmonic in regard to R and R', coinciding with R
or R' according as ??2 = or 00 . The two lines LMN, L'M'N' correspond, as

we have seen, to two conies lying on a tangent plane of the surface 8 ;
if they

coincide with one another they must coincide with one of the four lines P'QR,

Q'RP, R'PQ, P'Q'R' ; for these cases respectively we have clearly

(i) x(}>^lr + y((j) + ^lr) + z-E^^ = 0, xd(l> + y (6 + (]}) + z - E'e^ = 0,

xO'f + y{0 + y^) + z- E'e^ = 0,

(iv) W(f)^lr + y((}) + ^fr) + z- E^^^O, x6(f) + y (0 + (}>) + z - Eg^ = 0,

x0^ + y{0 + ylr) + z-Ee^^O;
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corresponding then, for example, to the equations (iv), we have the singular

plane

1,

of the surface 8 and the node {x, y, z) of the surface C = 0. The planes

^(/)i/r + 2/ ((^ + i/r) + ^ - ^^^ = 0, ^-(^i/r + ^Z (</> + -^Z^)
+ ^ - ^V* = 0,

are tangent planes* of the Kummer surface

T
E^^

Ee^

Ea,

A = 2z ,

2x

{4x + X4),

2

^0) 2 ^1 '

iXi, -(4z + X,),

22 , 1^3 + 2y ,

-22/, 2x ,

both passing through the line at infinity joining the points •

x/1 = — y/cf) = z/(j)^ = 00 , x/1 — — y/y^r = z/y^r^ = 00 .

Further when a;Qi + yQ^ + zQ.. + P^ = represents a cone, the point {x, y, z) is

on the Kummer surface A = 0. It appears then that the surface C = has

four nodes, these being, if ^0 = 0(^y\r, l^ = S^<^, L = 'tO, 1^=1, four of the eight

intersections, in threes, of the three pairs of tangent planes to the Kummer
surface A = which can be drawn through the lines at infinity joining the

three points xjl = — y/d = z/d^ = oo
, etc. of A =

; and these four nodes lie on

A = 0. Since every point of A = is capable of representation in the form

x = ti + t2, y t^t, E>
ti, t<i

there appears incidentally the algebraic result f, that if 0,
(f),

-yjr be arbitrary,

* In fact, if M= w«^' * + ««'•'', the former has the form x^J^ii^) -y^22i>^) +&n{^) - ^ = ^, and

touches A = at the first satellite point of v ; the second depends similarly on the conjugate point

v=u""'^-iiP"'^. Seep. 112.

t If {d), (0), {\j/), be any three places of the Riemann surface, and we determine two places

(«i), (tg), so that

u"" ^' + M*' *^= u"' ^ + u"' "^ + w«' •'',

we have m«' *^ + u"" *^ - (w'^' ^ + vf' *) = u"' '^,

shewing that the point ±{u"''^ + u'^''^) lies on the tangent plane of the Kummer surface touching

the surface at the satellite point of ±(u'^'^^ + u"''^'^), and that therefore

The places [t-^, (y are thus the zeros, other than [6, - 6), (^, -<l>), (\p, -'^), of the rational

function

t", t, 1, -s

e\ e, 1, e

<P", 4>, 1, *
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two other quantities ti, U can be found so that

^i4 (</) + ^) - (^1 + ^2) <i>ir = Et,t, -E^^,

kt, (e+cji)- (t^ + t,) ^0 = Et^t.^ - Ee^,

t.U {e + y\r)- (t, + t,) d^\r = E^.t, - E,^,

and one of the four singular tangent planes of the surface & is corre-

spondingly

the others being derived from this by substituting for t^, U the couples

similarly derived from 6, j>, yjr after change in the sign respectively of @, of <&

and of ^. Let the cone

{t^ + Q Q, - t,LQ, + Et^t^Q, + P4 = 0,

which touches the plane lo^+...=0 along the line P'Q'R',he denoted by

V^ = 0, and the plane lo^+...=0 by -57 = 0; draw any plane 0-4 through

P'Q'R', and let the tangent plane of F4 along the other generator lying on

0-4 be called ts^; we have then an identity of the form

F4 = TniJTi — (T^
]

now the points of the surface 8 are given by equations X = Q/, Y = Q/,

Z=Qs, T=P^, where Q/, Q2,... are the homogeneous quadrics in |, tj, f
obtained by writing t = — (^^-v/r^ + %6(f) . 7; 4- S^ . ^) respectively in Q^, Q2, ...;

take for 0-4 the plane joining (0, 0, 0, 1) to P'Q'R', namely

= 0,I
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and the surface S is given by

the reciprocal surface C being given similarly by

1/X, + 1/Y, + 1IZ, + 1/T,^0.

47. Now let the determinant

TCHAP. V

— ^o>
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1
, and these two sextics are the complete intersection of

mj ^

A with the cubic surface f
j

. Returning for a moment to the expression

of A = by the hyperelliptic functions, the identity of p. 39 shews that the

sextic curve on
(

,
j

is given by

and it is to place this identity in a clear light that we have entered so

far upon the theory of the cubic surface f
,

) . Considering similarly in the

determinant I ,
j
the minors of the elements (6, 6), (7, 7) and (6, 7), we

have an identity of the form

/l7n\ fln\ /Iniy /l\ /lmn\

\hn) \lnj \lnj \IJ \lmnj
'

Thus wherever the plane
(

,
j
meets the quadric f ,

j
it touches it, and

the line of contact is on the quadric
( , ) ; thus [ , ) »

( / )
^^^ quadric

I

, the generators of contact being

generators of the quadric surface [ , ) , which therefore is also touched by

the plane ( , j, and the quadric ( j has with each of the cones (, ),

In

ln_

curve ; further the whole intersection of the cone
(

j
and the quadric

( ,
j
lies upon the aggregate of the cubic surface L

j
and the plane

(
,

j

,

of which the latter can only contain points of
(

,
)
lying upon its generator

of contact, so that the cubic space curve common to
(

, j and ( , | lies upon

the cubic surface
|

,
j

; as, by the same identity, the only points common to

/A /lni\
the cubic surface ( ,

j
and the cone I , j , are points of contact of these, lying

upon the quadric ( , j , it follows that the cone
( )

touches the cubic surface

10—2

j
, besides a common generator, an intersection which is a cubic space
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{a along a cubic space curve, as likewise does the cone
( 7 ], and these two

cubic curves are the complete intersection with (7) of the quadric surface

[ , 1 . Further as the cone [ , j has a generator upon the quadric ( , j

,

its vertex is upon this quadric; if this vertex be taken for origin of

Cartesian coordinates the lowest terms on the left side, in the identity

under discussion, are of the second or higher order; thus from the form of

the right side the lowest terms in
(

,

) are of the first or higher order, and

the vertex of the cone ( ,
j
is thus upon the cubic surface

[ ,
j

; what is in

general the quartic cone of contact to (J drawn from a point of itself here

contains ( , ) as part of itself, and so breaks up into two quadric cones.

Further, taking the origin at the point of intersection of the generators of

contact of the cones
[

, j , ( , j with the plane ( , j , this being as we

flin\
have seen also the tangent plane at this point of the quadric ( , j , the

lowest terms on the left side of the identity under discussion consist pre-

sumably of the square of the plane ( , j , which therefore, as we see from

the right side, is the tangent plane, at this point, of the surface
(

,
) . We

have already seen that, regarding mo, mi, ... and Wq, rii, ... as arbitrary, the

plane (, ] is the general tangent plane of the surface ( ,]; it is not diffi-

J )
may, by taking mo, mj, ... suitably, be made

a cone of contact with vertex at any point of
(,J:

for the vertex of the

cone
(

, ) makes vanish all the first derivatives of the expression
( 7 )

;

these first derivatives are seen, by differentiating the determinant L j , to be

linear functions of the first minors of this determinant; as previously remarked

we can make all these first minors vanish by satisfying three algebraically

independent conditions; the vertex of the cone
[ , ) is thus to be found by

equating to zero three suitably chosen first minors, and the first minors, of

which two rows and columns are chosen from the last two rows and columns
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of
(

,
]

, are linear in x, y, z. Geometrically, the condition that all the first

minors of [ , ) vanish is that the quadric

should cut the plane ^o^+ ... =0 in two lines of which one lies upon the

plane mJ^-{-... =0; this may be seen either directly* or by remarking that if

^0^ + . . . = 0, mj^ + . . . = 0, Wol + . . . = intersect in (|, ?;, ^, t), we have

Q^4^(.7r-n + ...+(-Xor+...+4^T)=(^^^^),

while ( , ) is a linear function of ten of the first minors of
( , ]

with
\lmn) \lmj

coefficients which are squares and products of iIq, ^d "^i^ '^i\ thus when all the

first minors of [ ,
|
vanish, the quadric Q vanishes for every point upon the

line ^o^+---=0, 7/^0^ +...=0; that it touches the plane /o|^+...=0 is ex-

pressed by the vanishing of the minor (6, 6) of
(

.

J.
We have thus reached

the results, that if {x, y, z) be any point of the cubic surface C, or L
j

, and the

quadric

cut the plane Zo|'+... = in the two lines ?no^+... = 0, mo'^+... = 0, the

cone of contact to G from {x, y, z) breaks up into the quadric cones L j

,

L J; and further that the cones of contact (, )' (/ )
^^^^ two different

points of G have a common tangent plane touching (7 at a point where their

cubic curves of contact cross one another. These quadric cones of contact

correspond to conies lying on two different tangent planes of the surface 8
reciprocal to G, and we remarked before that each of these conies corresponds

to a straight line in the plane 4^+ ••• = 0; the point of intersection of these

lines corresponds to a common point of the two conies and to a common

tangent plane of the two cones
(

, ) > (7 );
^^^ this plane is one of the four

tangent planes to G which can be drawn through the line joining the

* Or in virtue of the theorem quoted, p. 164. If {k' v'
t'

t') , (^"v" i'"'^") be any two points on

m|,^+ ... = 0, the tangent planes f ^+ ..., f^, + ... are both of the form v: {1,^ + ...) + v(mQ^+ ...),

so that the matrix of six rows and cohimns

A= /A I m\

(zoo
\m 0/

satisfies A{^'7i' ^'t''SJv) = and A{^"7]"i" t"'uj'v') = Q.
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vertices of the cones
f

, ) > ( 7 )
• Further results in regard to the geometry

are given in the following examples ; the matter is by no means novel, as

may be seen by consulting the following authorities, in which are placed

first those mainly used for the account given here, (i) Reye, Oeometrie der

Lage, a beautiful geometrical account
;

(ii) Clebsch, Crelle, LXVII. (1867), an

interesting analytical theory; (iii) Humbert, Liouville, 4th Series, ix. (1893),

p. 99 (Hudson, Kummers Quartic Surface, in particular, pp. 157, 198);

(iv) Kummer, Weierstrass and Schroter, Berlin. Akad. 1863, reproduced in

Crelle, LXiv. (1865); (v) Cremona, Grelle, LXiii. (1864), a geometrical account

;

(vi) Cayley, Proc. Lond. Math. Soc. iii. (1872), or Collected Papers, Vol. vii.

;

(vii) Laguerre, Nouv. Annal. XL (1872); (viii) Loria, Teor. Geom. 1896, p. 110,

where a very full bibliography is given. The surface S was discovered by

Steiner in 1844, and is called Steiner's quartic.

48. Examples. 1. In the representation of the Steiner quartic surface

>S upon the plane /o|+---, two points upon the line BG, of our diagram

(p. 142), which are harmonic in regard to the points P, P', give rise to the

same point of 8; and such points of 8 are upon a double line lying on the

surface ; there are three such double lines meeting in a triple point of 8.

The representation being X : Y : Z : T = Q^ : Q^ : Q3 Pi, as before,

the triple point is Z = 0, 7=0, Z=0, and one of the double lines is

X : Y : Z=ecl3 : d+cf) : I.

The reciprocal cubic surface G meets the plane at infinity in the three chords

joining the points xjl = - yjO = zjd^- = 00 , .r/1 = — yl^ = zljy^ = qo
,
etc.

Ex. 2. The sextic curve along which the cubic surface G touches the

Kummer surface A corresponds to a plane section of the Weddle surface, and

the set of surfaces G for different values of lo, k,k, h correspond to all the plane

sections of the Weddle surfaces. Thus any two surfaces (j,
( j

touch in

four points, and the quadric cone f , j is an enveloping cone of both. The

joining line of any two nodes of (J lies entirely upon the surface, and touches

the Kummer surface.

Ex. 3. The two lines, say OL, OL', in which the quadric

^Ql + 2/^2 + ^^3+^4 =

cuts the plane ^0^+ ... =0, when {x, y, z) is upon the cubic surface f j, are

the double rays of the pencil in involution formed by tangents from to the

conies touching the four lines PQ\ PQ, P'Q', P'Q; they are therefore the
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tangents at of the two conies which can be drawn to touch this quadri-

lateral and pass through 0. The lines OL, OL' correspond on the surface S
to the two conies in which a tangent plane of S cuts the surface. Thus the

asymptotic lines of >S^, each defined as being tangent at any point ^ of >S to

one of the two conies in which the surface is cut by the tangent plane at K,

correspond to the system of conies in the plane lo^ + ... =0 which touch the

quadrilateral PQ'P'Q; they are thus unicursal quartic curves in space, all

touching the parabolic curve, which here breaks up into the four singular

conies.

Ex. 4. The tangent lines of the space cubic along which the cubic surface

C, or
(

,
j

, is touched by the cone I , j intersect the surface G again in the

points of an asymptotic line passing through the vertex of [, ).

This result is given by Laguerre, Nouv. Annal. xi. (1872), p. 342, who
defines the surface G as obtained by equating to zero the cubinvariant

tto
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be taken to be the intersections with this plane of any four quadric surfaces

Ux, f/g, C/3, Ui\ and the surface 8 is equally capable of being represented by

X : Y : Z : T=U, : U^: U,: U,.

The condition that xUx-[-yU^ + zU^+ Ui = Qi should be a cone gives for

X, y, z di. locus, represented by the vanishing of a symmetric determinant,

which is a quartic surface with, in general, 10 nodes.

Ex. 6. When in the preceding theory the plane ^n^ + • • • = passes through

one of the six common points of the quadrics Qi, Q.,, Q3, P4 the cubic surface

C becomes a ruled surface.

If ^" = |Aii, ^i? = ^Ai2, etc., where A12, ... are the minors (p. 41) of the

determinant A, we find that

where 6, cf) are any quantities,

@2^\„ + Xj6'+... +46'^ ^2 = Xo + Xi(^ + ...+4</)«,

Pe = y + ex-d\ Pe^ = e<^x + {e + ^)y + z-E,^,

Thus when the plane /of + ••• = contains the common point (0, 0, 0, 1) of

the quadrics Qi, Q., Q3, P4 the surface C is generated by the pairs of straight

lines given, for different values of m, by

Pe^ = m, 4mP,P^ + (6- <^)-^ (@P, - ^P^f = 0.

Ex. 7. When the plane contains three of these intersections, the cubic

surface G becomes a product of three planes. Namely if @^ or/(^) = 0,

/((^) = 0, f('f) = we have

-Xo,
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Prove that the result of eliminating t^,, t^ between the equations

[-Q{e)Qm^^=
''^P{tr)Q{t,)-^P{U)Q{t,)

ti - 4

is a'X' + 6^P + c'Z' - 2bcYZ - 2caZX -2abXY
- 2 [bcX{Y'-Z') + caY(Z' - X') + abZ{X'- Y') + eXYZ]

+ {aYZ + bZX-^cXYy = 0,

where

e = -
^^^3r^ [(e+.i>)(2e^-5e4,+ 2.t>')

Qi,)[f^

11 X — ti + 12, y hi"i, ^ —
±(f _f \i '

where s^ =f(t^), s^^ ^fij,^), and, as before,

we have
^

[(<)> -d)Q {OWX = - P„ [- (0 - ^) Q (c/>)]^ Y=-P^,

[-Q{e)Qm'Z=Pe^,

and the equation above is that of Kunimer's surface referred to a so-called

Rosenhain tetrahedron. The value of e is capable of the form

e = -^^^^^U-en^A + z{e-^-ci>)-\-Q{d)-Qm.

Ex. 10. A Gopel tetrad of nodes is a set of four nodes of the Kummer
surface of which the joining planes are not tropes. If the roots of f(t) be

denoted by a^, a^, c, Ci, Cg, such a set of nodes is

^ (oo ,
- 00 c, 00 c^), D (0, 0, 00 ),

5(ci+ Ca, - CiCo, ec^c,), G{a, + a^, - a^a^, ea,a,);

putting ai - c = «!, ao — c = a2, Ci — c = 7i, 02 — = 72,

Pg = y + 0x- &\ Pe^ = 6<^x -\-{d+ <^)y-\-z-ee^y

where 6,
<f>

are any two roots oif{t), we find, utilising the identity

aitta (Ci + C2) - C1C2 («! + ^2) = ea,rt, - ^f-.c,,

that the planes DCA, DAB, BCD, BAG are respectively

P, + aja2 = 0, Pc + 7i72=0, Pa,a,- Pc,c, = ^, jij^Pa.a,- aia2Pc,c, = 0;

using then (0(172) to denote a^ - 7,^ = «i — Co, etc., and o- as a factor of pro-

portionality, and putting
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arj = (ai72)(a27i) [Pc + aia2]> <J-^= (ai72) (a27i)[-Pc + 7i72l>

O"^ = Paitta - Pcie2> CTT = 7i72-Paia2 ~ «i«2 ^CjCaJ

we find GPaia2 = o" (aiWaf - t), C'^cicg = o- (7i72 ^ - t),

GPa.ct = o- (ai7i| - 7i^ + «i? - t)> C^ («i72) (a27i) = <^ (^ - D^

(7P«,C2== o-(a272^-72'/ + «2t-'^)> C'(«i72)(«27i)^c= o-(aia2^-7i72'?).

where C = a^a^ - ^ij^',

we have however the identity

{Pa,a,Pc,J - iPa,c,Pa,J + («i72) («27i) (" ^oF = 0.

Eationalising this we find

(ctiyi)Xoi,y,f[k'^H"~ + vV] +(7:-72)^[«iV?^r+VT=^] + («! - a2)^[7iVr^' + ^'t']

- 2S (vr + a,a,^^)(^r + 7170^^) - 2 (a^ + a2)(ai70(ao72) (^t + 7i72^'7)('7? + ^-^-r)

+ 2yLi|7;^T + 2 (7i + 72)(ai7i)(a272)(>^I^T + V^YotiOt^^^ + vr) = 0,

where

X = ^^'^^^., 3 = (a,+a2)(7i + 72)-2(«,«2 + 7i72),
(ai7i) («272)

/^ = (ai7i)(a272)(ai72)(«27i) + aia2(7i + 72)' + 7i72(«i + «2)' - 2(aiao + 717.3)1

The object of forming this equation was to make the remark that it allows

the birational transformation

J^ _ XaiOto o _ A-7i7o ^OjOaTiTa

^ V Q ^

It would be interesting to know* what transformation of the hyperelliptic

arguments Mj, u^ this corresponds to.

It is to be remarked that the tetrahedron of reference here taken is

nugatory for the particular surface called the tetrahedroid, considered below.

Eoc. 11. The surface (cf Ex. 9, above)

X'Y'Z' {a''X"~ + 6^F^ + c'Z' - 2bcYZ - 2caZX - 2ahXY}

- 2XYZ[bcX{Y^^ - Z^) + caF(^— ZO + a6^(X-^- F^) + eXYZ\

+ (aF^+6^X + cXF)^ = 0,

is a hyperelliptic surface, only one value of the parameters u^, Mo belonging

to any point
;
prove that its hyperelliptic expression, when a, h, c, e have the

values of Example 9 above, is

F- 2\O(0)]^
</>^-#22-^21

7- 9(A.-R\^ ^#22 + {e + 4>) ^21 + ^^n - eej,

* A transformation of similar algebraic form for a Weddle surface is obtained by repeated

projection from two nodes of the surface, and belongs, we have seen, to a finite group of 32

self-inverse transformations. Proc. Lond. Math. Soe. Ser. 2, Vol. i. (1903), p. 257.



ART. 48] The plane sections of a hyperelliptic siirface. 155

Shew also that the section of the surface by a plane Ax + By + Cz = 1 is a

curve of deficiency 9 ; and that for the curve, in homogeneous coordinates

X, Y, Z,

X'T-^Z'- [a^X^ + ...]- 2XYZ[bcX(Y' - Z'') +...]{AX + BY+ CZf

+ {aYZ+ bZX + cXYf (AX + BY + GZy = 0,

the adjoint quintic is

= XYZ [uX' + vY-' + %vZ"^ + ^^11 YZ + "Iv'ZX + 2w;'XF]

^\\YZ{Y-Z)-\-^iZX{Z-X^-^vXY{X-Y)\{AX^BY^GZy

+ (PF^+ qZX + RXY) {AX + 5F+ GZ)\

where w, v, w, u', v , w' , P, Q, R are arbitrary, but

vC^ + wB "^ - 2u'BG

^-'"^{B + CYiBc + Gh)
'

while jjb, V have similar linear expressions in terms of u, v, w, ti', v', w . Cf.

Humbert, Liouville, ix. (1893), p. 439.

These results have been worked out in view of an application in the

second part of this volume.

Another hyperelliptic surface ^ {x, y, ^) = we have met with in the

text (p. 43) ; it would be interesting to have the form of the integrals of

the first kind for any plane section of this surface also.

Ex. 12. It has been remarked that the cubic surface | J of p. 146,

becomes a ruled surface when the plane Iq^ + l^rj + 4^ + ^sT = passes through

one common point of the quadrics Qi, Q^, Qs, P4, and breaks into three

planes when the plane lo^+... =0 contains three of these common points;

•when the plane contains two of these common points the intersection of

the surface with the Kummer surface also degenerates; in fact, from the

formula (p. 102)

-h
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expressed as an integral polynomial in ^J,2 {u), ^J^i («), ^n (^0> their respective

values being

6/0^2222 (m) + (^ + <^) ^2221 {u) + ^'^2211 (^0

+ 2 [ - %22 {u) + oJff'^x {u) + ti^n (u) -g]- 2^J22 (w)
. Pe4,

,

0(fif222l (U) + {6 + (f)) ^^2211 (W) + ^2111 {U)

+ 2 [ - 6,^22 (^0 + %i (^0 + ^^-^11 ('^) -/] ~ ^K-^^i
(^i)

.
Pe^,

^#2211 (^*) + (^ + 0) ^.?2111 (U) + g^llll (m)

+ 2 [ -A'22 (w) + g&^i {u) + w^ii (u) - c] - 2^Jn (^^) • ^e.^-

Thus, with X arbitrary, the cubic surface

[X^</)^222 (^0 + 0^0 + X(f>-\- e^) gJ221 (W) + (>. + ^ + (^) ^^211 (^*) + ^111 {U)J = 0,

contains the singular conic upon Pq^ = 0.

Notice also, from this formula, if a:; = ^22 (u), y = ^21 (")> ^ = i'^u i^)'

so' = ^J22 {u ; ^<^), y = ^Joi (t* ; ^</)), / = gJn (w ; ^<^), that

[-vx + uy' + dz' — w][ — vx + uy + dz — w]

= if^i [if(a?2/^l)]i + il^42 [M {a;yzl)l + M,, [M {xyzl)], + M^ [M{xyzl)\

= {M%,x + {M%,y + {M\,z + (il/%.

Now 1/^ = - ^^ ^. ^
; thus the product is equal to the constant {a_V) •

This formula is analogous to the formula of the theory of elliptic functions

[&' (m) - e] [f {u + o)) - e] = (e - e') (e - e").

Ex. 13. T/ie tetrahedroid. When the roots of the fundamental sextic are

in involution, so that 00 , c; ch, a^; c^, Ci are conjugate pairs, and therefore

(c - Ci) (c - C2) = (c - a-i) (c - fta),

or say aia2 = 7172, where ofj = cti — c, o.„ = a>, — c, 71 = Cj — c, 72 = Co — c, write

a=(^4lY, b=(^S)'. y=Va^=V^;
VV71 + V72/ Wai + Vwa

then, with r = t-c, x=( -] , we find that
\T+p/

, f (r - «)) cZt
W2-(?> + c)Wi, = — 1,

i 2 [t (t - a,) (t - «2) (t - 7i) (t - 72)]^

is equal to

1 /(I - a) (1 -IT) r dx

4V ^~ iV(l-^)(a-a;)(b-a?)'
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and, with y—\ )
= >

{ (t + jj) dr

i 2 [t (r - a,) (t - a,) (r - 7,) (r - 7.3)]*

'

1 /(a--l)(b-_l) r dy

'U.2 + (p— c)ui,

4V p i V(2/-l)(2/-a-0(2/-b-')'

There are, thus, two everywhere finite integrals (of ambiguous sign) each of

which is elliptic and possesses only two linearly independent periods.

If we put H = a^ + oir, — yi — y„ and

? — ~
> V — -t^aiai — ttA^, C — ^ai«2 + "i^^a^ - " " 7

>

1*2 — Kj a.2 — Mj

-r = Paia., " aia2^ - {«2Pat + C^iPaJ,

where, 0, (j) being roots of the fundamental quintic,

Pe = y-\-ex-6-, Pg^^d(l>x + {e-^j))y + z-ee^,

it is easy to verify that each of the planes |=0, ?; = 0, ^=0, t = contains

four of the sixteen nodes, the three summits of the quadrangle formed by the

four nodes in any plane being the angular points in that plane of the tetra-

hedron 1^77 ^t; namely

^ = contains the nodes (00), (c), {a^, a^), (ci, Cg),

77 = „ „ „ (tti), (tta), (c, tti), (c, tta),

^=0 ,. „ ,. (ci), (C2), (c, Ci), (c, C2),

T=U ,, „ „ (Cl, ttj), (^Cj, ^2}, (C2, Cbl), (C2, ftgj,

where ( 00 ) denotes the node (0, 0, 00 ), (6) denotes the node

w/i = -yfe = z/e^ = 00

,

and {6, <f))
denotes the node (0 + (p, — d<p, e^^) ; through each corner of the

tetrahedron ^•/^^r pass four tropes. We have previously (Ex. 9, p. 153)

given the relation connecting the quantities Pa^, Pa^, Pa^a^, under the form

of the equation referred to a Rosenhain tetrahedron. From this the equation

referred to the tetrahedron ^^^t can be calculated. But in fact this equation

can be solved in terms of two arbitrary parameters x, y in the form

(a-^)(2/-a-0 = ilf|, (b-^)(y-b-) = iip, {l-x){y-\) = Mj^,

where M = WaiU-iKui — a^f (71 - 72)^;

thus the curves x = constant, y = constant lie on quadrics ; in particular

each of the planes ^=0, '?; = 0, ^=0, t = cuts the surface in two conies,

intersecting in four nodes of the surface. This expression in terms of two

parameters should be capable of derivation from the expression of the
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Kummer surface in general, by use of the elliptic forms* of the integrals of

the first kind. At fail length the equation is

DB'H'^' + B'^' + H't' + Drj' + 2 (AH - 5^) (^^^ + H'^'t')

+ 2H{A- H) {'nH-' + B-'^-'^') - 2HA (^^r^ + D^'rj') = 0,

where A=ai + oi., B = a,-oc,^, if = aj + a.,-?! - 7-2, D= H^ + B'^ -2AH;

and the surface is a form of the wave surface. We may put

^-—^ = sn- {v, h), J—-^
= - en- (v, h), ^—-^ = - dn^ (v, h), h^ = ^—-g ,

and so have

^ = («! — Wo) cn V en w, 1; = (71 — 72) dn v dn w, = = («! — cfo) sn v sn w.

The asymptotic lines, which are capable of derivation as a particular

case of those previously obtained for the general Kummer surface, and the

lines of curvature, are considered by Hudson, Kummer s Quartic Surface,

Chapter X. and by Darboux, Theor. Gen. des Surf. Note viii. Partie iv. p. 466.

Ex. 14. Consider the degenerescence of the Kummer surface when two of

the six roots of the fundamental sextic become equal ; as has been explained,

we may, making a linear transformation, suppose, without loss of generality,

that they both become infinite. For this, taking the equation for ^A on

p. 41, we may render it isobarically of weight 12, when oc, y, z are reckoned

of weights 4, 3, 2 and Xi of weight ^, by supplying in each term a proper

power of ^X,g; the equation will then correspond to the form

of the fundamental sextic
;
putting then A.g = the equation reduces to

\ X X ^ XV \ J \ X x^ a? xr]

a surface having ^ = 0, ?/ = as a double line, which, putting

V

is satisfied by
lAj dU tAJ

^= — tX4+ TT-^, y — ^XiU— T-T^' 2:=v + f{\sU + \4U^) +
f{uy

^-^-^^
/(..)' — - 4v^3^^.^v,.., ,

^^^^.

* By drawing variable planes through 2 nodes, any Kummer surface is expressible by elliptic

functions of variable modulus. This modulus, I believe, is not constant so long as the six roots

are distinct.
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Now if in the equation

A-d A/1 Ar, A-} ^ ^ /-V

-7 + ^ 4- -f 4- - + A4 -f \,a = 0,
a* a^ or a

we make a = 00 , \r,= 0, we have \^a=—\i; hence, with

= _ (61. _ e^r [\, + \3 (^,: + 0,) + \4(6'^ + e;r + X^ (^^

+

o^) (^^^+6',^,+^/)],

we have the following correspondences :

KuMMER Surface.

Nodes

0,0,co), - = -^ = -2=<
1 —a a

Six nodes

:

i ^6 (^i + ^i)? - 4- ^5 ^i ^3 )

Four nodes :

Four tropes :

y+ diX= ^\6^, beside y+ a.^*= JX5a^

and plane at infinity.

Four tropes :

Six tropes :

New Surface (a=co).

Nodes : (0, 0, co ) twice ; four given by

Nodes : three on axis of z, each of the

form

0, 0, - i [A2+ X3 (^i -f dj) + X4 (di+ djH

the third coordinate being - 5X4 (didj + Ok^i);

at each of these the two tangent planes of

the surface coincide.

Four nodes

:

-1X4, l^iOi, i(X3^i+ X4^^).

Four tropes : y-\-6iX= 0, beside x— —\\i
and plane at infinity.

Along y+ 6iX= section of surface is

two coincident straight lines, constituting a

so-called torsal line.

Four tropes : y+ 6iX=0.

Thus as 8 nodes of original surface

coincide in pairs in 4 new points, so

8 tropes coincide in pairs in 4 new planes.

Six tropes :

x6i ej+y{et+ej)^-z+\\i{6i Oj

+

4 ^0-

These intersect in pairs on planes

X {6i6i
- e^di) +y {di + dj -e^- di)=o,

which is the single tangent plane at the

singular point

0, 0, -kM{Mj+ Mi)-

Thus the double line x = 0, y = 0, contains four singular points
;
through

the double line pass four singular planes y + dia; = 0, each touching the

surface along a torsal line; and each of these torsal lines contains two

singular points, one being at infinity, the four finite ones lying on the

plane x + ^X^ = 0.
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Substituting in terms of the parameters u, v we find

X = xOA + y{d, + e,) + z-v\ \\, + X3 {02 + ^3) + ^4 (^2 + ^3)']

(u-0,){u-d,)f{u)
'

putting similarly F= xdsOi + etc., Z = xdi6.2 + etc.,

so that X = 0, F=0, Z=0 is the singular point

-i^„ l\Oi, iO^30, + '^A%
we thus find

(0, - 6,) \/X(y + d,cc) + {6, - d,) VF(^+^) + (^, - e,) slZ{y^e,x) = 0,

which is the same as

2 ^/(d, - 6,) X{l' + mZ-n F),

where Z, m, n, ^', ?w', r?' are respectively 1, 1, 1, iA'4 (^4 — ^1) (^2 — ^sX

iX4 (^4 — ^2) (^3 — ^1), ^^4 (^4 — ^3) (^1 — ^2), and are the coordinates of a line

(the axis x = 0, y = 0); thus the surface is Plucker's complex surface. See

Hudson, Kummer's Quartic Surface, Chapter vi. The irrational equation is

the degenerescence of such forms as those on pp. 108, 110 here.

Now it can be shewn by actual substitution that the doubly-periodic

function

cf) (u) = p[^ (u - tti) - ^ (u - a^)],

satisfies the equation

i^tf
^^''^ ^'"^ "^ ^'"^^ "^ ^''^' '" ^''^''

provided the invariants of the elliptic functions be

^2 = ^0^4 — ^^1^3 + tV^S^' ff^
~ B'^0^2^4 + 4^^A.iX2X,3 — Yg\'^-3^ — -gYF^s''

and p^Xi = 1, ^J («! - tta) = (3V - 8X2X.4)/48X,4;

and that these give

? («! - tta) = Ip^s, i<>'
(tti - «2) = ih ^-3^,3X4 - X1X42 - ^\s^)l4>pW

and also

Further the differential equations ^2222 — ^^^22^ = etc., of p. 48, when we

render them isobaric (reckoning ^22, ^21, ^n. \ as of weight 4, 3, 2, i) by

supplying proper powers of W, and then put X.5=0, can be integrated

(as in Camb. Phil. Proc. Xll. (1903), p. 230), and give for the corresponding

o--function, essentially,

[e'^w^ a {ui - Wo) + e-"*"^ (r(ui- 01J] e^^ ,
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where m = |^VX4 = ^p, say
;
putting

(T (uy — a„) = (T.^, cr (uy — oti) = cTi, ^{u^ — a„) = ^3, etc.,

and A = e'«"^o-,+ e~™"^o-i, this leads to

_ 4wViO-2 _2y7^q-iq-a(^i-^2)

and hence, with the relations above,

while ,= (,._,,, = = /(^) =/(_!).

so that we have the same relation connecting x, y, z as before.

The functions x, y, z are rationally expressible by the three*

(T yijjy — Oil)

which are a set of three functions with three pairs of periods

0, 2a) , 2ft)' ,

-jH __ 1) («i - a^ _ 7]' {cLy - OCa)

m

'

m ' m, '

but the reverse expression is not rational.

Other particular cases when the roots of the fundamental sextic become

equal can be similarly dealt with.

Ex. 15. The relations

, _ /*(«.' «2) ig^ {u) du2 + 2^21 (u) duy
, _ /•(«'.«^) 1du^-(g^{u)dui

h V ^22' («') + ¥21 (^0 •'o V^222(w) + 4^2iW

have been shewn (p. 117) to give |^o2(?i') = ^J22 00 ! g«>2i OO = ^•^21 (^0- I^ ^^

found that for small values of Mj, u^, the function o-^ 00 [&'22H^*) + 4^2i (w)]>

on expansion, has for its lowest terms

/(U2, Wi) = 4ti2^iii + X^u^^u^ + X^u^^Ui^ + Xouiu-y^ + Xiu.^ii + Xo^<'l^

so that, to the first approximation, the relations are, if w = u^ju^,

, . [^ tdt , „ f" dt

y/0,1)' KWf{t,i)
* These functions occur in a paper of Painleve's, Acta Math, xxvii. (1903), p. 40, as a case of

the degenerescence of Abelian functions of two variables.

B. 11
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Ex. 16. The most general linear homogeneous transformation which

gives xz — 2/^ = Xf^z^ — y^ is that used in the text,

{x, y, z)= I fii , 2/A2ytii , fx^- \(^o, 2/o. ^o),

where Xj, /x^, A-j, /x^ are arbitrary quantities for which Xiytt^ — X^/Lti = 1.

Ex. 17. If in the equation

O- (m + V) O- (it - V) = O-^ (w) 0-2 (v) [^^2,2 (m) '^h, (v) - ^J^ (v) ^^21 {'It) + i^n (v) - §>ii (iOl.

we expand both sides in powers of v^ and v.^, and put

dill ou^ oui du^

we infer that the coefficients of the various powers of Vi, v^ in the expression

{B - SJ'' a (u) a- (u'),

where, after differentiation, w/, U2 are to be replaced by «i, u.2, are all linear

functions of the four quantities

0-' (^0 ^22 (w)> O"' 00 ^<^2i («), o-Hw)^n(^)> o-'OO-

^iT. 18. If BP'P be a chord of the Weddle surface through the node B,

and MP'S the chord of the space cubic through P', the plane PBS touches

the quadric cone whose vertex is P which contains the six nodes.

Ex. 19. If 6 be a root of the fundamental quintic f(x), the so-called

principal asymptotic curve of the Kummer surface expressed by

&' - &^22 (2m) - ^21 (2it) =

is such (I 37, p. 114) that the satellite points, for all the roots, of any point

(w) of it, are obtained by the addition of half-periods u^' *, one of these being

zero. Thus the corresponding curve of the Weddle surface is the curve of

contact of the enveloping cone from the node (6); and (cf Ex. 12, p. 156)

the curve on the Kummer surface A = lies upon

[y + bx — ¥]
dx dy dz n/'(^)|=«'

(cf Ex. 18, and p. 123), and is an octavic curve. Applied to any point of

this, the usual birational group of 32 transformations reduces to 16, all linear.

Ex. 20. Prove (see §§ 32, 35, 43) that the square root of

b-'-bp^{2u)-^^^(2u)

is expressible in a form

J^IHP' + q^-ry) + V iq +rx- pz) + ^{r +py - qx)],

where M=yi)—xl^-T, and hence as the quotient of two polynomials

rational in x, y, z, where x = gj22 (u), ^ = g>222 (u), etc.



APPENDIX TO PAPT I.

NOTE I.

SOME ALGEBRAICAL RESULTS IN CONNEXION WITH THE THEORY
OF LINEAR COMPLEXES.

1. If {x, y, z, t), {x', y , z , t') be the coordinates of two points upon

a straight line, the quantities

I = tx' — t'x, m = ty' — t'y, n — tz — t'z,

I' = yz' — y'z, m' = zx' — z'x, n = xy — x'y,

which satisfy the identity

IV + TYim + nv! = 0,

have ratios independent of the position upon the line of the two points, these

being, if

aX + bY+cZ+dT=0, a'X + b'Y+cZ+d'T=0

be any two planes through the line, the same as the ratios of the quantities

be' — b'c, ca' — c'a, ab' — a'b, da — d'a, db' — d'b, dc — d'c.

The condition that any point (XYZT) should be upon the line consists of any

two of the four equations

(i) I'T+mZ-nY^O, m'T+nX-lZ=0, n'T + lY-mX^O,
l'X + mY+n'Z=0,

and the condition that any plane

AX + BY+CZ + DT=0
should pass through the line consists of any two of the four equations

(ii) W + m'C-n'B = 0, mD -^ n'A -I'G ^0, 7iD + l'B -m'A = 0,

lA+mB + nG = 0.

If I, m, n, I', m, n be any quantities satisfying the identity

II ' + mm + nn = 0,

then two points {x, y, z, t), (x, y', z\ t') can be found such that the quantities

tx — t'x, ...
,
yz — y'z, ...

,

have the ratios of I, m, n, I', m, n' ; namely these are any two points on the

line whose equations are given by (i).

11—2
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2. Denote by (Oi, Vi respectively the two matrices

ft), = / , -7^1 , mi, ^i' V , Vi= , , —n^, m/, ^i

ih , , - k, w/ \ / Wi' , , - Z/ , mi

-'/ni, ^1 , , ?ii' I i -m/, V, , rii

— Z/, -m/, — %', / ^ - h , -nil, — ni,

where l^, m^, n^, l^, m^, n( are any quantities satisfying the identity

Ai = Zi^i' + ?Wi??i/ + ?ii«i' = ;

then the determinant of Wj, and of every first minor of o)^, is zero, and

the matrix satisfies the equation

f»i {di + /' + m^ + w^ + l'^ + m"' + n"") = 0,

and a similar statement holds for v^ ; while also

ft'l'^l — = Vi(Oi.

Denote similar matrices by w^, v^, supposing likewise that Ao = ; assume

also that

Ai2 = liU + iiH^in^ + '^hn^ + l^l^, + m-^m^ Aruln^^^^

we have at once by multiplication

(o-^v^= /-n-^n.2—raim.^—l-^lz, m^l^ — nu^l-^
, n-^U—n^li , m-^n^— m.2ni

lifth—h'^^h ) —ni'n^—lil'^—ra-i'vi^, nim^—m^ni , n-il^—n^lx

and hence, in virtue of A12 = 0,

oo^v.2 + 0)2 'i'l = ;

similarly Vift)2 + V2ft>i = 0,

and thus {(i)-^v^^ = 0, {v^a>^''- = ().

3. It is difficult to avoid references to the following algebraical theorem*,

part of which we utilise below : let a be any square matrix, say of n rows and

columns; let 6 be any root of the determinantal equation \a — p\ = 0, of

multiplicity I ; let the highest common factor in regard to p, of the first

minors of the determinant \a — p\, divide by (p — df^, the highest common
factor of the minors of {n— 2) rows and columns divide by {p — Oy-^, and so

on, the minors of (n — r) rows and columns not vanishing for p — 6,&o that

lr~0; put ei = l — li, €., = li— I2, •• , €r = lr-i, SO that

(p-ey = (p-ey^(p-dy^...(p-6y'-;

the factors {p — Oy^, (p — Oy^, . . . are called the first, second, . . . invariant factors

of the matrix a — p, or of the matrix a, for the root 6 ; the exponents

* See, for one proof, Jordan, Cours d'Analyse, iii. (1896), p. 173; another is given Proc.

Comb. Phil. Soc. xii. (1903), p. 65.
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61, 62, ... ,er are known to satisfy the inequalities ei 5 e., > 63 5 . . . e^ > 0. Let

e/, 60', . .
.

, e/', €2", ... be these series for the other roots 6', 6", ... oi\ a — p\ = 0,

then the matrix a satisfies an equation

{a - ey^ {a - ey^ {a - d'j^" . . . = 0,

and no other equation of the same or lower order. Further, denoting a set of

n numbers by a single letter, such as ^1, or x^, ... or yi, ... or ^i, or z^, ...
,

/ sets, linearly independent of one another, can be found to satisfy the

equations

(a — d)xi = 0, {a — 6) x., = x^, ... ,
(a — 6) x,^ = ^^ _i

,

(a -6') 2/1 = 0, (a-d)y^ = y„ ..., (a- d)y,.^ = y,,^_„

{a-d)zi = 0, (a- d)z.2 = ^i> •• > («-^)^e^ = ^e,.-l,

where (a — 6) x-^ denotes n equations for the n elements of x^ , and similarly

(a — 6) x^ = x-i denotes n equations for the n elements of X2, and so on ; and

then the most general solution of the n linear equations for the n elements of

X which are represented by {a — 6)x = () is a linear function of the sets

a?!, 2/1, ..., ^1, the most general solution of the equations {a—6)'X = is

a linear function of the sets x-^, y^, ... , z-y, x^, y^, ••-, •S'a, and so on. Further, if

V be the multiplicity of the root d\ similar I' sets of n quantities can be

chosen to satisfy the corresponding sets of linear equations for the root &

,

and similar sets for the remaining roots 6", ... , and the whole number

n = 1 -\- 1' + 1" + ... such sets can be chosen to be linearly independent of one

another. Conversely, when we have independent knowledge of the equations

(ft — 6) Xi= 0, ... (a— 9) x^^ = a-Vj-i,

(ft -e)zi = 0, ...{a-O) z,^ = ^,^_i,

for all the roots, the sets x-^, x^, ... being linearly independent, we can infer

the values of the exponents of the various invariant factors,

4. Thus the equation {wiV^"=Q of § 2 shews that the equation

I

^,1^2 — p\=0 has no root but /o = 0, occurring therefore with multiplicity 4,

and with multiplicity 2 in the minors of
|

w^Vr. — p j

of three rows and columns,

the exponent of the first invariant factor being 2 ; it can be verified, in virtue

of Ai = 0, A2 = 0, Ai2 = 0, that every minor of oa^v^ of two rows and columns

also vanishes, so that the second and third invariant factors of cuiVo — p are

both linear, and there exist linearly independent sets

(^^l, -Wi, Wi, pi), (W2, Vo, w., P2), (wg, V;, Wo, p^), (u^, v^, w^, p^,

such that

tOiVa (Mi, V^, Wi, pi) = 0, WiVg (l*4, ^4, 1^4, P-d = (Ui, Vi, w„ pi),

coiWa (u.2, v^, Wo^, p^) = 0, Wi V2 (Us, V3 , Ws, Pi) = ;

now we have q}iV.2Co.2=0, coiV^cdi = — co^ViCOi = ; the equations 0)1^2(02 =
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express that the elements of any row of w-^v^ are proportional to the homo-

geneous coordinates of a point lying on the line {l^, m,2, n^, U, m^, n^), or Wg

;

similarly (OiV2COi = express that the line Wj contains the point whose

coordinates are the elements of any row of Wi^a; in virtue of Aio = the lines

&)i, (0.2 have one point in common; this is then given by the elements of

every row of coiV^, the ratios of these elements being the same whatever the

row; since (OiV2=V2Wi = V20}i=—Vi(02, it follows similarly from the equations

v^(O2Vi = 0, Vi«2W2 = 0, that the coefficients in the plane containing Wj, Wg are

proportional to the elements of any column of WiV^; the equations

co^V2(u, V, w, p) = express that the plane (u, v, w, p) contains the point

whose coordinates are proportional to the elements of any row of (OiV^', thus

(ui, Vi, Wi, pi), {u2, V2, W2, P2), (i<3, ^3, '^3, Ps) above are any three independent

planes drawn through the point (wi, 0)3) ; and, denoting the plane and point

(toi, coa) respectively by (a, b, c, d) and (x, y, z, t), we may write

(>^\'>^2= / <^^i o.y, az, at

by, bz, bt

cy, cz, ct

dy, dz, dt

where if t be assigned, d must have an appropriate value
;
putting

«=/« 0\, H= /I 1 1 1 . , f =a
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Similarly when tui, a^, w^ have a plane, but not a point, in common,

or ^1^1 + ^2^2+^3^3 = 0.

Also, when Wj, tUg, w^ meet in a point,

and this is the same as

and when coi, a>2, tos lie in a plane, we have similarly

wherein again the suffixes may be taken in any order.

6. Now consider

ri = ,
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have each a vanishing determinant ; the pair w^, Vi are related to one another

as are the two previously (§ 4) discussed with the same notation, and belong

to a straight line ; the pair w/, v^' belong to another straight line ; but, as

coX + co/^i = 2 + i (r,v,-^ - v,rr') +2 + i {r,Vr' - T,i\-') = 4,

these two straight lines do not intersect.

7. Suppose now we have six matrices, of the form considered here,

for which A,. = - 1, A,.g = 0, r, s = 1, 2, ... , 6.

Take any three of the six, T^, T.^, T^; take the remaining three in any order,

say T.2, T^, Fg ; we have then six straight lines

(o^=T^-iT^, co^^T^-iTi, (i)s=Ts-irc„

now, if e = i or —i,

(A + ^T,) (Tf^ + eVr) + (Pa + eV,) (Tr' + ^TrO
= rir3-^ + r3rr'+t(r,r3-i + r3rr0 + e(r,rr^+r,rr0+*'e(r,rr^+r,rr^)

= 0;

thus, while the straight lines Wj, co/ do not themselves intersect, each of

them intersects the other four ; similarly for the other couples (o.^, co^' and

C03, (03.

Take the point of intersection of coi and w.^; call it D; the line Wg

intersects both (o^ and co^ and so lies in tlieir plane or passes through their

intersection ; the same is true of CO3', which however does not intersect 0)3

;

thus either CO3 passes through D, while cos does not, or the converse ; if we

suppose the sign of every element in Fy changed, if necessary—which still

leaves all preceding conventions and results unaltered—we can then suppose
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ft);j to pass through D, and «/ to intersect coj and w^, say in A and B ; then

ft)/ intersects 0)3 and &);/, but not &)i, and so passes through B, and it inter-

sects ft)3, say in C; while ftjo' intersects w^, oj/ and 6)3 and so passes through G
and A, so that we have the figure annexed.

Let the points A, B, G, D be {x^, y^, z^, t^), (x.,, y„, z^, t^, ... , each, for

clearness sake, being associated with four definite numbers, not with three

ratios; let the opposite planes be chx + b^y + c^z +dit = 0, etc., with the

conventions a^x^ + b^y^ + CiZi + d-^t^ = 1, etc. ; if a,, denote the diagonal matrix

whose elements are a^, 6,., c,., dr, and
f,.

the diagonal matrix whose elements

are x^, yr, Zr, U, the sign of Fg being settled by (see § 5)

the tetrahedron is determined without ambiguity by the equations following,

in which a constant factor is omitted in the right side of each,

ft)i< = a.2H^, , C0.2V3' = a,H^, , w-^v^ = a^E^^
;

cost\' = «! H^s , &)i' V2 = a4 3^s , C0.2 V3 = ttaH^s

.

There are manifestly 15 such tetrahedra, according to the pairs (1, 2),

(3, 4), (5, 6) into which the original matrices Fj, F,, Fg, ... , Tq are divided.

Corresponding to the triplets of intersecting lines

(&)l, CO2, CO-i), (cOi, Oi.2, 0)3), (0)2, (03, fWi), (Ois, ft)/, (Oo),

we have now

and hence (t^i'^a + tw/'^/) <»3 = 0, {oiiV2' + <OiV^ 0)3' = ;

but

<o,V2 + a)/< = (Fi - iV^) (F3-1 - iFr ) + (F, + zT,) (F3-1 + ^T^0

= 2(F,F3-i-F,Fr^),

a),< + w^v2

=

(F, - *T,) (F3-^

+

ivr') + (r^ + iV2) (F3-1 - iV,-')

= 2(FiF3-^ + F,Fr^),

so that =
-I"

(tWiVa + w/^a') 6)3 + |-(fOi'y2' + f»i'v2) 0)3'

= FiFj-^ (ft)3 + ft)/) - F,Fr^ (ft)3 - «/)

= 2F,F3-T,+ 2iT,Fr^Fe,

01- Fir3-^F,=-iF2Fr^r6,

giving FrTiF3-iF5Fr'r,= -i, or, as Fr^ F^ = - Fr^ F.„ etc.,

Fr^F,F3-iF4rr^F« = i.

Similarly by considering the triplets of coplanar lines, changing the sign

of i throughout and replacing F,. by F,~^ we have

F,Fr^F3Fr^F,Fr^ = -t.
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8. Assign now definite directions, DA, DB, DC, BO, GA, AB to the

edffes of the tetrahedron, and let the coordinates of a line directed from

(^1, 2/i, -2^1. ^i) to {x^, y.2, z^, 4) be defined by

P = yiZ-2-y^.Zi, q=z^x^-z^x^, r = x^y^-x.^y^\

there will then be six such sets (^i , . .
.

, Ti), (Z3', . . .
, ri) for the edges of the tetra-

hedron, the coordinates occurring in them being those of the corners
;
put

further

^1 = 0,
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if n be a matrix formed, as are here Oj, ... , in association with a straight

line, which we suppose drawn from (^, q, ^, t) to (|', ?/', ^', t'), the sth element

of the rth row of the matrix PflP is given by

flu {Xrts - CCgt,) + . .
. + fl23 iVr Z, " Vs^r) + • • •

^ 77 ^ T

^ V ^ r

^s ys ^s ts

we therefore find {Pn,iP\s = 0, unless r = 2, s = 3 or r = 3, s = 2, while

{PD,iP)rs = —{PfliP)sr, and so for the others, and then

(PnaP)23=(4123) = -A, (Pn/P)i4 = (2314) = A, (^122^)31 = (4231) = - A,

(Pn;P),,= (3124) = A, (PaP)i2 = -A, (Pa'P)34 = A.

Now take

w = y X K , Pm = ^,

/i

1/

p

where \, /j,, v, p are to be determined ; thus

^r.'uy = JwP (a)i +O Pm = ^m{ePn,P + e'Pn,'P) m

^m , e' V m
-e

e

-e'

= lA— 2^

2

-sTFa'SJ- = g wP (cDi — ft)/) Pm =
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similarly

OT Fg-OT = -|A

, - vpg'

vpg',

herein take p equal to either of the two quantities given by p" = ^^efg,
4

and \ = ^e/p, M'^^UIp^ v = y/p; then, as ee' =//' = gg' = -^, we have

^AXpe' = - 1, ^^flve = 1, i A/xp/' = - 1, ^AvXf= 1, ^^vpg' = - 1, \A\fig = I,

and so

7i = otFiSt =

f/o = TJSV^T^ =
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for each of which the invariant {pp + qq + rr') is — 1 ; and if we take

^ {X, Y, Z, T) = {x, y, z, t), «r {X\ T, Z', T) = (*•', y', /, t'),

namely

1 1X = - {a^x 4- hiy + c^z + dit), Y = - {a^x + h^y + c^z + d^t), etc.,
A/ [Jb

and put Z = rZ' - T'Z, P=YZ'- Y'Z, etc,

we shall have, if V^{x, y, z, t) {x, y' , z', t') and 71 (X, Y, Z, T) {X' , Y' , Z\ T)
be respectively denoted by V-^xx' and fy^XX',

V^xx' = 7iZZ' = - Z + P, V.,xx' = 73XZ' = - ilf + Q,

Tso^-^' = YsZZ ' = - Z + P,

r^^^' = 72ZZ' = I (z + P), r^^*-' = 7,zz ' = t (if + Q),

r6a^^' = 76ZZ' = i(Z + P).

9. These forms have various properties. Firstly by putting in — Z + P,

Z=-i|, Y =i^V, Z =i^^, T =r,

X' = -i^', Y' = i^r)', Z' = ii^', T' = t',

TX'-T'X changes to -i{T^' -r'^), YZ' -Y'Z changes to i(v^'-r]'^),

and so, if L', P' denote the same functions of f, 97, ^, t, |^', t}', ^', t that

X, P are of Z, F, Z, T, X', Y', Z', T', we have

-L + P = i{L' + P');

in other words

-i \ 7i / - I \ =72.

i*
I

/ i^

i* ) I ^^

0001/ \oooi
Similarly by Z = 7;, Y=^, Z = ^, T= t, we find ay^a- = 73 where

0-= / 1

10
10

1

it appears thus that all the six forms 71, 7.2, ...» 76 are capable of being

written jUjifi, where fi is suitably chosen in each case. Nextly we find

7i' = -l> 73' = -!, 75' = -!,

7i73 = -737i = 75. 7375 = - 7573 = 7i' 7s7i = -7i75 = 73.

72^=1' 74^=1' 76'=1'

7274 = - 7472 = *76> 7476 = - 7674 = ^'72
. 7672 = - 7276 = *74

.

while y^n-i 72m = 72m 72W-1 •
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Further we have

X[[L-PY + [i (L + P)f ]
= - 4SZP = 0,

and hence

(T.xw'f + (r.,xa;y + (Fsxxj + (TiXxJ + (T.xscy + (T.xxy = 0.

And lastly, to come to a set of relations of particular importance to us, we
have, as follows from the identity,

X+iY, Z+iT\ / X'-iY', -Z'-iT
-Z +iT, X-iY j \ Z' ~iT', X' + iY'

E-i{-N+R) , -M+Q-i{-L^P)
(-3I+Q)-i(-L + P), E + i{-N+R)

where E denotes XX' + YY' + ZZ' + TT', the equation

E^^ + {- L + Pf^{- M+Qy + {- N ^ Rf
= {X^+Y''^Z^-^T'){X'-'+Y'' + Z'-' + T'');

now 7i73~'75 = - 7i73 75 = - 75" = 1,

so that

7173-^75 (X, Y, Z, T){X\ F, Z\ T), or 7,73-75 ^X', =E;
thus

(7,xz')^ + {r^.xxj + {^,xxj + {ri.r^r'y.xxy

= {X"'+Y' + Z' + T^) {X'^ + Y'^ + Z" + T'')
;

let, momentarily, a denote the matrix

a= ^. (7,ZX , (71Z),
,

(7,Z)3
,

(7,Z),

(73X),
, (73Z),

, (73Z)3 , (73^)4

(75^^), ,
(7,Z),

,
(7,Z)3

,
(75X),

(7l73~^75^)l> (71 73"' 75^)2. (7l73~'75^)3, (7l73~^75^)4

where (71 Z)^ denotes the rth of the four quantities 7, (Z, F, Z, T); then if

{^',v',^',r')=^a{X',Y',Z',T')

we have |'=7iZZ', r]' = ysXX', etc., and so

^'2 + ^'2 ^ ^'-2 ^ ^'-2 = (^2 +Y' + Z'+ TO (Z'^ + F'2 + Z" + r%
of which the left side is aX' . aX' or aaX"^ ; we thus have

aa = aa = X^ + Y-" + Z^ + T\

and the matrix a is orthogonal, in the sense that the sum of the four products

of corresponding elements in any two rows, or in any two columns, is zero,

while the sum of the squares of the elements in any row, or in any column,

is the same for each, being equal to Z^ + Y" + Z'^+ T^. Again we have

7274~^76 = 727476 = *V = h and, as before,

E-' + iL + Py + iM + Qf + iN^Rf
= (Z^ +Y' + Z' + T') (Z'2 + Y'-' + Z'-' + T'%
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so that, if b denote the matrix,

^= / *(72^')l »(74^Y')l *(76^')l X'

i(y.X% i(y^X'% i{y^X% Y'

*(72^')3 * (74^03 *(76^')3 ^'

i{y,X'\ i(y,X'% i{y,X% T
we have as before

bb^bb = X'' + F'^ + Z'' + T\

Now, with x = 'stX, that is {x, y, z, t)= -^{X, Y, Z, T), as in | 8, we have

yiX = •ctFiotX = '^ViCC,

and jsX = ^Fg^, 7.5X = ^V^cc,

while 172^ ' = 74-1 76X' = ^-^ Tr^ ^-' . OTFg^Z' = t^-^ Tr' Tg^',

where a;' = otX', and similarly iy^X' = tjt^^Ts'^T^sc' and i76X' = 'nr~^r2~^r4ir';

thus we have

ab= / {^Vix)i , (^ria;)2 , {^V-i^x)^ ,
(CTri^)4

(OTr3A')i
,

(^r.,x%
,

(5r3^)3
, {^Tsx)^

{^T,w)i ,
(sr5a;)2

, {^rsx)s ,
(sr5^;)4

(^r,r3-T,^X, (sr,r3-^r,^)2, (^T,Tr'T,w%, (sr,r3-ir,^')4

{nr-^Tr'r.xX (^-^r,-'r,x% (^-^v.r'r,x'i, (t^-i^'x

{^-'T,-'Tsx')„ {^-'Trr.x'),, (^-'T,-^r,x'),, (^-'x%

(^-'Fr'Tsx'),, (7^-^r,-^r,x),, (r;,-^rr'r,x%, {^-^x'),

i7!T-'T,-'T,x%, {^-^rrr,x%, (zy-^rrT,x'%, ('^-'x%

while

now

ab.ab= abba = (Z^ + Y' + Z"^ + T') {X"' + Y''' + Z"" + T'^
;

t i:^v^x\{'!;7-^vr^v^x\. = ^v^x . T^r-^vr'Tex'
r=l

and, since (§ 7), T,Ti-'V, = - iF^Fr'Te = - tr4rr^r2,

X (^r,r,-'T,x)r(ij^-'rr'T,x% = r,T,-^T,T,-'r,xx' = - iv.xx'

thus the matrix

G = ab= / T.Fr'Yyxx', rsre-iTi^/r', r4r2-'ria;^', f,xx'

* 6 •"- 4 -''-3 ^"^ y -^ 2 -^ 6 '- 3 *^^ J -^ 4 * 2 3^"^ j -^3 *^*^

r6r4-ir5a-«', rarr^r^^a-', r4r2-ir5a;^', Tg^^;'

— iTja^a;' , — iT4a;«' , —iFeXX , — iF2F4,~^FeXx' '
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where {x, y, z, t), {x, y', z, t') are arbitrary quantities, is shewn to be such

that cc = cc = a number, which in fact is

X [{'^-'x'){- + {'^^-^x)^ + {TH-^x'y + {'uy-'x'\%

namely, the matrix c is an orthogonal matrix.

Herein, as will be recalled (§ 7), Fj, Fg, Fg are any three of the original

six matrices, and Fg, F4, Fg are the remaining three in any order, but of these

there is one, Fg, of which it may be necessary to change the sign of every

element. It is at once seen, however, the matrix being written as here, that

in expressing that the sum of the products of corresponding elements in any

two rows, or any two columns, is zero, or in expressing that the sum of the

squares of the elements in any row or column is the same for each, both

signs for Fg lead to the same result, and indeed any one of the six matrices

Fi, F2, ..., Fg in the orthogonal matrix may be changed in sign without

affecting the result. This caution is therefore unnecessary, and the result

that the matrix above is orthogonal holds for any decomposition of the

six matrices into two sets of three, independently of the order of those in

a set, and independently of a factor — 1 attached, or not attached, to any one

or more matrix F^, ..., Fg throughout the matrix c.

NOTE II.

INTRODUCTORY PROOF OF ABEL'S THEOREM, AND ITS CONVERSE.

If

H(x) = integral polynomial m.x-\ H ... + / vvT-^ H n
^ ' &rj X — a (x — a)^+^ x — o

be any rational function of x, it is obvious that the coefficient of x~^ in the

expansion of H{x) in descending powers of x, which is J. + J5 + ..., is equal to

the sum of the coefficients, of {x — a)"^ in the expansion of H{x) in ascending

powers of x — a, of {x — b)~^ in the expansion of II(x) in ascending powers

of ^— 6, ..., all the values a, b,... which are roots of the denominator of

H(x) being taken.

If A (x) f' + Aj (x) ?/'^-i +...+An(x) =

be an irreducible equation in y, the coefficients A (x), Ai(x), ... , An{x) being

integral polynomials in x, and a be a finite value of x which is not a root ot

A (x) = 0, we assume that the values of y which satisfy this equation for
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values of x near to a, break up into a certain number of cycles, the

constituents of a cycle which consists of m roots being expressible by power-

series such as

wherein t is to be replaced in turn by the m roots of t'^ = x — a; thus when

the phase of x — a increases by 27r, the phase of t increases by 27r/m, and

one of the roots of the cycle changes into another ; for x = a all the roots of

the cycle give 'i/ = h, and the point x = a, y = b, regarded as the centre of the

m expansions is said to constitute one place ; if there be k cycles, consisting

respectively of 7Wi, . .
.

, m^t roots, we have mj + . . . + mjt = 7? ; the ordinary case

is when k = n and iiii = ma = . . . = nijc = 1, and it is only for a finite number of

values of a that any other case arises ; but we may have A; = 1 and mi = n.

The case of a finite value of a for which A(x) = may be dealt with by

putting yA (x) = 7]', for any one of the places which arise the appropriate

expression for y is thus of the form t''' ^ (t), where A, is a positive integer and

^(t) a power-series in t ; the case of an infinite value of x may be dealt with

by putting x = ^~^
; the appropriate expressions for any one of the places are

then of the form x = t~'"^, y = t~^ ^ {t), where m is a positive integer, \ is an

integer and <^ (t) a power-series. This general statement has been sufficiently

illustrated for the hyperelliptic case in the first chapter of this volume ; the

quantity t, which always vanishes at the place under consideration, and is

to be chosen so that no point in the immediate neighbourhood of the place arises

twice over for different values of t, is called the parameter for the place. A
formal proof of the assumption as to the existence of such cycles is given

below, in the first chapter of Part II. (p. 190).

The value of any rational function of x and y in the neighbourhood of any

particular place can clearly then be expressed in a form f^ p (t), where ^J (t)

is a power-series in t not vanishing for ^ = 0, and /x is an integer. If /j, is

positive, the function is said to vanish /u. times at the place, or to the /xth

order; if /a is negative, the function is said to be infinite (— /j) times, or to

have a pole of the (— /i)th order at the place ; and it can be proved that

any function of x and y which has about every place a definite expression

P^ ^ (t) in which //, is a finite integer, is a rational function of x and y. The

sum of the orders of zero of any rational function, for all the places where the

function vanishes, is clearly finite, these places being obtainable by algebraic

combination of the fundamental equation and of the condition obtained by

equating the function to zero ; we proceed to prove a theorem which, as will

be seen, has as one corollary the theorem that the sum of the orders of the

existing poles of the rational function is equal to the sum of the orders of its

zeros ; if for any place the (finite) value of the rational function R (x, y) be A,

and, in the neighbourhood of the place, R {x, y) — A be of the form f"^ ^J (t)

where ^ (t) is a power-series not vanishing for t = 0, we say that the function

B. 12
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is m times equal to A at the place—the general statement is that the total

sum of the number of times that the function is equal to A at the

various places is independent of A, and this number is called the order

of the rational function.

The theorem in question, for a rational function R {x, y), is expressed by

= 0,'Ri^,y)%

the meaning being that in the neighbourhood of every one of the (necessarily

finite number of) places where either R (x, y) or x is infinite, each of R {x, y)

and dxjdt is to be expressed by the parameter t, the coefficient of t~^ in the

product R {x, y) dx/dt is to be taken, and the sum of all such coefficients is

zero. The result is obvious if the elements of the theory of a Riemann

surface be assumed, since the vanishing contour integral JR (x, y) dx round

the period-loops is equal to the sum of the values of the integral round the

logarithmic infinities of the integral ; cf. p. 4 above ; we can, however, give

an elementary proof, which has also been previously given for the hyperelliptic

case (p. 4). Consider a finite place x=a, which is the centre of a cycle of

m roots 2/i, ...,ym, and having substituted, in R{x, y), the value x = a + V^

and the appropriate series for each of 3/1, ..., y^^ in terms of t, form the sum

R{x, 2/1)+ ••• +R{x, Vm);

each constituent of this sum is a series of integral powers of t with only a

finite number of negative powers, and if « = e^Wm^ the series are the same in

the quantities t,oot,o)H,...; thus the sum is a series of integral powers of

P^ or X — a ; and the coefficient of (x — a)~\ or t~''"', in this series in x — a is

equal to the coefficient of t~^ in

R (x, y) niP^~'^, or R (x, y) -j-

.

Consider next a place arising for an infinite value of x
;
putting x = t~^ and

the appropriate series for y^, ...,y-k in terms of t, and forming the sum

i^ (a?, 2/1) + . . . + i^ {x, yk),

we similarly obtain a series of integral powers of x~^, in which the coefficient

of x~^, or t^, is equal to the coefficient of t~'^ in

R {x, y) kt-^-\ or -R{x,y)-^.

Now consider, for any value of x, the sum

H {x) = R(x,yi)+...+R {x, y^),

where yi,...,yn are all the roots of the fundamental equation; this is a

rational function of x only ; for a finite value x = a, the coefficient of (x — a)~^

in H (x) is, as we have seen, equal to the sum of the coefficients of t~^ in

R (x, y) dxjdt at the various places arising iov x = a; while for infinite x, the
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negative coefficient oi x~^ in H {x) is equal to the sum of the coefficients of ^-'

in R {x, y) dxjdt at the various places arising for x = <x> . It follows, therefore,

by the remark at starting that, in the sense previously explained,

Ri<^'y)%
t^i

= 0,

and this is the theorem.

Remark. If K(x, y) be any rational function, such that, near any place,

K (x, y) — A is of the form V^ ^j (t), we see at once that, near this place,

{K(x,y)-A]-^.^JK{x,y)-A].'^''
dx dt

has, for coefficient of t~^, the integer m. The number of times that K {x, y)

takes any value A is thus equal to the total number of its poles, as was

remarked.

To apply this result to prove Abel's Theorem, let Z denote any rational

function of x, y, these being connected by the fundamental algebraic

equation /(a;, y) = 0; the rational function Z — [m, where /i is a constant, will

then have a definite number, Q, of zeros, this number being independent

of fjb ; and as yu- varies these zeros will vary ; for simplicity of statement we
shall regard each of the zeros as of the first order, for all the values of /a

which we consider, though, as will be seen, the result we obtain is unaffected

by supposing two or more of them to coalesce into a multiple zero. Also let

R{x, y) be any rational function of {x, y) and I = JR{x, y) dx. Now apply

the equation

1 dl dx~
'—

IJb dx dt

written in the form

Z — IX

dT]

dt

dl
dt

= 0,

/*- t-i

where on the left only those places are considered where Z = /x and dl/dt is

finite, and on the right those where dl/dt is infinite (and possibly also Z= fi).

Let {xi, yi) be one of the places for which Z = /j,, and t the parameter for

the neighbourhood of this place, so that, for a near position (xi + dxi, yi + dyi),

the value fx ^ dfju oi Z x?, given hy fx-\-tA + ... ; the corresponding contribution

to the sum on the left is then given by

1 dl dxi dl dxi

A dxi dt ' dxi ' d/jb'

and the equation leads to

i=\ dXi

dl
dt

dlogiZ-fx)
t-i

12—2
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thus if («i), • . ., ixq) be the places where Z vanishes, and {a^, ..., (ciq) the places

where Z is infinite, we have

S R {x, y) ax
dl

dt
logZ — lim

t—^ jU. = QO

dJ

dt
)\og(Z-f.)

!^-l

if we assume that no one of the places where Z is infinite coincides with a

place at which the integral / is infinite, we can write, for large values of /m,

Z Z^
log (^- ^) = log (-/^) ---!--...,

and hence, in virtue of

infer the result

dl'

dt
= 0,

t-i

Q r

i=iJ{
R (x, y) dx = f)'- ^-1

which we may regard as a statement of Abel's Theorem.

Some particular cases may be referred to.

(i) When / = jR (x, y) dx is an integral of the first kind, the right side

vanishes, and we have the result that if tt*'* be any integral of the first kind,

and (i»j), . .
. ,
{xq) be the zeros, and (aj), . .

. ,
{aq) the poles of any rational

function of {x, y), then
U^""'^ + ... +U^3'"'S =0,

it being understood that, in the absence of a convention as to the paths of

integration on the left, there must be added on the right a sum of integral

multiples of the periods of the integral u^'"'.

(ii) When / is an elementary integral of the third kind, that is, is

infinite at one place (a) like log 4, where t^ is the parameter for this place,

and infinite at another place (/3) like — log fp, but not elsewhere, we have,

whatever Z may be

ij|^^;ij(..,^)cfe=iog|g,

where Z{a), Z(^) denote the values of Z at these places,

(iii) If the fundamental algebraic equation be

y^-(4!x'-g.^x-gs) = 0,

and R (x, y) = x/y, while Z is taken to be (y — mx — c)/(y — m^x — Co), we have

Q = 3, and dljdt is infinite only for ^ = oo
;
putting, for the single place there

occurring,

x = t-\ y = -2t-'(l-ig,t'-...),

we have f^=la-y,t' -...),

1 y — mx — c , 1 4- ^mt + \ct^ - ... ^ , ,
,

log -^ = log = ^r^-- T—TT- = i (m - ?Wo) t + ..

^y-nioX-Co ^ l+lniot + Uot'- ... ^^ ^
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and
(f)

»^^"
t-^

\ {m - mo);

if then (^i, 3/1), (x^, 3/2) and (^3, 3/3) be the three intersections of the straight

line y — mx-\- c with the cubic curve y- = ^x^ — g^x — g^, and (ci), {c^, (Ca) be

arbitrary places, we have

r(*^') xdx A*^) xdx A^3) xdx ^yi — y^ /-i

hej y he.) y he,) y ^^x,-x,~ '

where is a quantity unaltered by replacing the straight line y = mx + c by

any other
;
putting, as usual

^ y

this is equivalent with

r°° dx 1 r*' r 1
du,

till) -\-K(v)-t(u-\-v)-irl^—^ = constant,

for arbitrary values of il and v ; by expansion in powers of u for small values

of u we at once find the constant to be zero.

Converse of Abel's Theorem.

Ifp denote the number of existing linearly independent integrals of the

first kind, and two sets, each of Q places, {x^, ...,{xq) and (o-i), . .
. ,

(ag), be

such that

{%=!,. ..,p),

there being one such equation for each of the integrals, M^, ...,Mp' being 2p

integers independent oii, and 2&)i_ i, ..., 2&)'i,p being the periods belonging to

the integral uf' ", then there exists a rational function of {x, y) having

(a?i), ..., {xq) for zeros and (a^), ..., {aq) for poles, of the first order. The paths

of integration on the left are supposed to be the same in all the p equations,

but are arbitrary ; a modification of these paths will generally entail a

modification in the integers M^, ..., Mp.

The proof of this result is similar for all cases, and may be explained in

the hyperelliptic case, p = 2, for which we have given the necessary pre-

liminary theorems in the text. The equations then lead, for paths on the
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dissected Riemann surface upon which the normal integrals v/' *, v^> * are

single-valued, to the equations

vf^' «. + ... + Vi ^fi' «e = ilf^ + ilf/m + il//T2i,

v^""- «' + ...+ vi'fi' «fi = ifa + ilf/T2i + M^T,,
;

consider then the function e^ where

if = n "^^ "* + ... + n-"' " -2-TTi (iifi
V'

« + if/v^^^'^),

the function 11 ' being the normal elementary integral of the third kind ; in

virtue of the period properties for the integrals the function e^ is at once

seen to be unaltered across any period-loop, and it is expressible near any

place by a series of integral powers of the parameter for that place,

having zeros of the first order at {x-^), ...,{Xf^ and poles of the first order

at (ttj), ..., (a^). It is thus such a rational function as is required.

(Cf pp. 7, 29.)



PAET II. 1

THE REDUCTION OF THE THEORY OF MULTIPLY-PERIODIC
FUNCTIONS TO THE THEORY OF ALGEBRAIC FUNCTIONS.

CHAPTEK YI.

GENERAL INTRODUCTORY THEOREMS.

49. If a power-series, in the independent variables x, y,

cioo + a^oX + aoiy + ...+ cimnx'^y'' + ...,

converge for x = X(,, y = yo, then it converges uniformly and absolutely for

|^|< l^oi, \y\<\yo\-

For, convergence for x^, y^ requires that any batch of terms taken

sufficiently far from the beginning of the series, and in particular any single

term, shall be of arbitrary smallness ; we can thus suppose am,i^o''**2/o'* less in

absolute value than an assigned finite real positive quantity M, for every

value of m and n ; then if ^ = a^/a^o, V = yjyo we have amnX^'y'"' = ^'''v'"'(f'mn«^o'^yo\

and thus, for
|
^1 < 1, |

'^
|
< 1> the absolute values of the terras of the series

are less than those of the series

M (1 + ^ + V + ^' + ^V + V' + •),

which is convergent, having i¥(l - f)~Hl -v)~^ foi' sum. This enables us at

once to prove the proposition as stated.

The given series thus represents a continuous function in the open region

I

^
I

<
I

^0 h 1 2/
1 <

I
yo

I

; it can easily be shewn that this is true also of the series

formed by differentiating the given series in regard to x or y, so that the

given series is differentiable in the same region.

If r <
I

a:;o
i

and \xi\ = r, the series can be rewritten as a power-series in

x — Xi and y converging certainly for \y\<\yo\, \x — Xi\<\X(,\—r. If for

every x^ such that \xi\=r, the rewritten series converge for\x— x^\<\xo\ +D— r,

then the original series really converges* in the open region |a;j<|^o|+A

\y\<\yo\- It may be, however, that there is a point (x, y') upon the

boundary of the region of convergence of the original series, such that if

* A formal proof is given Proc. Lond. Math. Soc. Vol. xxxiv. (1902), p. 296.
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(^i'> y-i) be taken anywhere in its neighbourhood, the rewritten series in

X — x(, y — y-l converges only iGit\x — x(\<\x —x-[\,\y — y-[\<\y' — yx\\ such

a point is called a singular point of the function represented by the original

series. With this definition it is clear, in view of the proposition just stated,

that the region of convergence of the original series can be taken to be

given by \x\< R, \y\< S, with a singular point {x', y) where \x'\ = R,

\y'\^S ov \x'\^R,\y'\=8.

Thus the value adopted for one of the two quantities R, 8 modifies the

values possible for the other ; in particular it may happen that R can be

increased without limit if S be suitably diminished. As this is a point of

difference between the cases of series of one variable and series of more than

one variable, it may be desirable to give an example. Consider the power-

series

1+x + x^ — xy + aP— 2x^y + ^xy- + {A)

obtained by writing the series

1 +xe-y + x''e--y+ (B)

as a power-series in x and y. If the series (A) converge for x = Xq, y = y^, it

will as we have seen converge absolutely, and therefore written in any order,

for
I

a;
I

<
I

a;o
1

,
1 2/ 1 <

1
3/o

i

J
it will therefore converge when written as the

series (B) ; if however x = re^^, y = se'*^ = ^+ ir, the series {B) converges only

for |i:c|< |e^l or f >log?\ Thus, near the origin, the series {A) converges

only if r < 1, and taking a particular 1\< 1, a region of convergence about

the origin, circular for both x and y, can only be of the form |a;|<ro,

\y\< log — . Conversely s < log -, or re^ < 1, ensures the convergence of

l+r(l + s + ^^+ ..}j+r^-(l+2s + ^£+ ...) -f- (B')

and so the absolute convergence of the series (B) written in the form

l+oo(l-y+^^+ ..}j+oo'(^l-2y + ^+ ...) -F ...,

which can then be rearranged as the series (A). On the whole then a

region of convergence about the origin for the series (A) is given by

\x\<r, \y\<s, r <e'''^ ; thus r is less than unity but can be made as near

thereto as we wish by taking s small enough ; but on the other hand s may
be made indefinitely great by taking r small enough.

50. Suppose that the original series converges uniformly in regard to

the phases of x and y upon the two circumferences \x\ = r, \y\=s; and that,

for these values of x and y, the sura of the series is, in absolute value, less

than the real positive quantity M. It can then be shewn that, for these
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values of x and y, every term of the series is also less than if, in absolute

value ; so that

M

Denote the sum of the series by f{x, y)\ put e = e'\ &) = e*^, where

A, h are positive integers ; we have then, for x = re'^, y = sto",

(rei-)-^ (s&)")-'^/(re'^, so)") = a,^ « (re'^)-"^ (so)")"" + • • • + a»i, n + • • •

+ ftm', n' (?-e'^)"^'-'» {SCO")'''-'' + ... + H,

where H represents the remainder of the series beginning with terms of

dimension p — m— n + 1 in a; and y, after division by x'^y''^. Taking a

arbitrarily small we suppose p so large that
\

H \< a. In this equation

give to fi in turn the values 0,1, ..., /j,' — 1, and to v the values 0, 1, . . ., v' — 1,

add the results, and divide by the number of these, namely /iV; we thus

have

-7^ S S (r6f^)-'"(5&)'')-^/(re'^,saj'')

equal to

1 _^^ _^^ 1 - {e-'^y 1 - (o)-")"'

fjLV 1 — e'" \ — (o
^

I r> ,
,^.m'-m(,n'-n ^: l_ j STT

[JbV
' 1 _ ^m m 1 — &)*» ** fx,v

it being understood that h, k are taken so great that no one of the

denominators

(1 - e-"*) (1 - &)-'0. . • • . (1 - e"*'"*") (1 - o)'''~% . .
.

,

is zero, as can be supposed by choosing h, k after a and p are fixed. If Mi
be taken less than M to exceed the greatest modulus o( f{x, y) for \x\ = r,

\y\ = s, the left side of this equation is in absolute value less than r~''^s~^^Mi
;

on the right side the term —r-, XH is in absolute value less than a, and the

other terms, except am,n, diminish indefinitely when the arbitrary positive

integers /jf, v are indefinitely increased ; thus we have

I I -^ -i- ^
I

^»i, n
I

< ^.,»^M
"^ ^'

where t, is arbitrarily small, and hence, as desired,

M

Corollary. We have

l/(^»2/)l > |ao,o|- •^ "'»?, 71'*' ^
?n=l, M=l
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and, if \a;\= p, \y\ = cr,

Weierstrass's [chap. VI

<^
(f

SO that

\f{x,y)\> \a,,,\-M

which does not vanish so long as

<M
1-

(-ro

1 -

-1

1- 1 - <
M

M-\-\a,

Herein r, s are arbitrary values such that the series converges for

I

^
I

= r, \y\ = s, and M is any real positive quantity greater, absolutely, than

f{x, y), when \x\ = r,\y\ = s; so long as
| ao,o |

> 0, we can always take p, a so

small that the inequality is satisfied. Thus if the origin is not a zero of the

series it is an interior point of an assignable finite region within which no

zeros are found.

51. Consider now the case when the origin is a vanishing point of the

series. Arranged in powers of y let the series be

A, + A,y + A^y"-^...,

where A^, A-^, A^, ... are power-series in x] of these ^o vanishes for x = Q;

we assume in the first instance that not all of A-^, A^, ... vanish for x — 0;

let An be the first that does not, so that the series is of the form

f(x, y) = x(B, + B,y+...+ B^^.y^'^-') + {G + xB,,) f' + ^«+ir+^ + ...,

where 5o» -Si, ..., B^-x, Bn, An+i, ... are power-series in x, and G is a, non-

vanishing constant.

We shew now that a real positive quantity r can be assigned such that

for any value of x less than r in absolute value, there are n values of y
satisfying the equation

f(^,y) = o,

all diminishing to zero with a;, and that these are the roots of an equation

where pi, p2> •, Pn are power-series in x, vanishing for x — 0, and converging

for
I

^
I

< r.

Let /„ =/(0, y) = Gy- + Dy^^+^ +...,

and fi=fo-f{^,y),

so that yi vanishes when x vanishes, identically in regard to y. Choosing cr

so that fo does not vanish for <
| ?/ 1

< o", and so tiiat f{x, y) converges for

1 2/ 1 < o- and sufiiciently small x, and choosing o-j so that < a^K a, we may
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choose p so that |/i |
< |/o |

for \x\< p and o-j <
| 7 |

< cr. Then for a definite

X, such that \x\< p, since f=fo ( 1 j]^ we have

fdy~f.dy dy,t,\\fj f^dy 83/
,=1.'^^"^^^ '

where G^^ {x) is a power-series in x vanishing for x = Q,

=1-1 ~^ 0,{x)y^ + G{y)-ll G,(x)y^
y f^y

ij.= -'x> vy ij.=o

where G (y) is a power-series in y ; let the number of values of y, less than a-

in absolute value, which satisfy /(^, ;?/)= 0, for the definite value of x, be m,

and denote these by y^, ...,ym, multiplicity being allowed for by repetition of

these ; then the difference

ia/"__L__ L^
f^y y-yi '" y-ym

is expressible, for
| ?/ 1 < cr, as a power-series in y, say K (y), and so, for y less

than a but greater in absolute value than the greatest of 2/1, ... , y^ and greater

than o-j, we have

Idf m ^ . , s T^ / X

-fiy=^-^ v?i
^"' ^^''' "^ * "^ ^''^"'^ + ^ (2/)

;

as this must agree with the preceding expression we can infer

m = n, y^-\- ...\-y'^=vG-^{x)\

putting then

(2/-yi) ••• (2/-2/n) = 2/"+2>i2/"~' + ...+i9n = '57,

we have

_Pi
-1- G«_i (;r) = 0, 2^2 +i?i (?-i {x) -f 2G«_2 (a;) = 0,

3^3 -Vf^G-, ix) + 2pi G^_2 (a;) -f- 3(7_3 {x) = 0,

and so on, whereby it follows that Pi,p2, ... are power-series in x, vanishing

for a? = ; also

/a2/ -srdy ^^' ^dy ^^^ dy ^=0 "^ ^^ '

so that J = 'syll,

where U is of the form

j^G(y)dy- S G^(x)y>'

^e-"'
'^-" = A (\ + \y + \,f +...),

and Xfl, Xi, Xg. ••• are power-series in x, of which Xo reduces to unity for x=0,
while A, independent of 3/, is obtainable by comparing coefficients of 3/" in

A, + A,y + A.y + ...= A (pn + p^y + ...+2hy''-' + y'') 0^0 + \y + '^2y'+...

I
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and is given by

SO that it is a power-series in a; reducing for x = to the constant term in

the power-series An. For the vahies of x and y for which the series G{y),
00

X 0^{x)yi^ converge, the factor U does not vanish, as its exponential form

shews; these series converge however for all sufficiently small values of x

and y\ thus all the roots of the equation f{x,y) = 0, for any sufficiently

small X, which vanish with x, are those of the equation ot = 0.

If, still supposing /(O, y) not to be identically zero, the terms of lowest

order in f{x, y) are of the ?ith order, so that A^ vanishes to the ?ith order,

A^ to the {n — l)th order, ..., A^-i to the first order, when x = 0, then the

lowest terms in f^ are of aggregate order n in x and y, as are the lowest

terms in f^ ; thus the lowest terms in 0,j_ {x) y>^ are of order zero at least and

G^^{x) is a power-series whose lowest terms are of order v; the same is then

the case for p^, which vanishes to the i^th order when x = 0. We can if we

wish, by a substitution, x + /ly for x, in f{x, y), wViere jx is indeterminate,

always suppose the case to be as here.

The case when /(O, y) is identically zero has been excluded from the

preceding
;
putting then x = \^ -\- /htj, y = X'^ + fir], the value of f(x, y) when

^ = is /(/XT), jubr)), which is not identically zero in regard to ij i( /u, and fi' be

chosen with sufficient generality. Thus f{x, y) can be written in the form

f{x, y) = iv^ + q,r'-' + ... + qm) U,

where q^, ...,qm are power-series in ^ vanishing for ^ = 0, and U is a. power-

series in ^, 7] not vanishing for ^ = 0, rj = 0. Supposing X/jf — V/x not zero,

this decomposition replaces that of the preceding case.

A theorem, and demonstration, exactly analogous to the foregoing applies

to the case of an equation /(x^, Xo, ..., x,n, y) = 0, in which the number of

independent variables is m.

Corollary. If ^i, ..., 0,i are n convergent power-series in the n + m
variables Xi, ...,Xn+m> all vanishing when these n + m variables vanish, the

linear terms in the series 0i, .,.,
(f)^,

say

^1,1^1 + ... + CLi^n+m^n+m

being such that the determinant formed by the coefficients of x^, ...,Xn

namely
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is not zero, then the equations

^1 = 0, . .
. , 0,1 = 0,

regarded as equations for Xi, ..., x^, are satisfied by convergent power-series in

Xn-\-i, ..., Xn+m> these being the only solutions of these equations for Xi, ..., Xn,

within a certain neighbourhood of the origin.

For put

so that the equations ^i = 0, . .
.

, <f>n
= ^, are

?1 + (^i,n+i^n+i + •
. • + 0^i,M+w^>i+m + ^h,2 + '^''1,3 + . • • = v),

qn I Ctn,n+i'^7i+i + • • • + <^n, »i+»»^n+»rt "i W,j^<) + lln,3 ~r ••• = ">

where Uy^g is a polynomial of dimension s in the n + m variables

b 1 ) ' "> b M ' "^n+i > • • • > ^7i+m •

If in the first equation we put ^2 = 0, ..., ^11 = 0, Xn+i = 0, ..., ic,i-(-j«, = it

reduces to a power-series in ^i whose first term is ^i. It follows then, by

the foregoing, that the only sets of values of ^i, ..., f,i, x^+i, ..., ^n+m, in the

immediate neighbourhood of the origin, which satisfy the equation 0i = 0,

are given by ^i + P = 0, where P is a convergent power-series in

62) • • ) fen ) ^n+i ) • • • ) ^n+m

>

vanishing when these n+m — 1 variables are all zero. If the resulting value

of ^1 be substituted in the remaining equations 02 = 0, ...,</>,,, = 0, they reduce

to convergent power-series in ^2) •••> ^n, ^n+i, •••, ^n+m of the form

where Vy^^ is a polynomial of dimension s in the n-\- m — l variables. Solving

the first of these equations similarly for ^^, and substituting, and proceeding

in this manner, we eventually obtain ^^ as a power-series in Xnj^^, ...,Xn+m,

only, from which, by retracing the steps, we obtain in turn ^n-i, •'•, ^i, and

so eventually x^, ...,Xn, all as power-series in Xn+i, ...,Xn+m-

52. Consider now what is represented, for sufficiently small values of

X and y, by the equation

ZT {x, y) = 2/" -I- p.y"'-^ -1- . . . + i?,i
= 0,

where pi, p.^, ... are converging power-series in x vanishing with x.

If the left side be capable of being written as a product of factors of the

form

wherein pi, ...,pn' are analytical functions single-valued about the origin,

then pr is of the form x~^''qr, where g,. is a converging power-series in x, and

then, as all the roots of any factor are roots of -nr {x, y) and therefore vanish
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at the origin, we must have h,- = and q^ must vanish for ir = ; every factor

must thus be of the same form as 'st{x, y). As we could then deal similarly

with each factor in turn, there is no loss of generality in assuming that

57 {x, y) is incapable of such decomposition.

This being assumed it can be shewn that the n roots of -or {x, y) are

expressible in the form

y = ait + aot^ -{ ...,

where the right side represents a converging power-series in which t is to be
1

replaced in turn by the n values of x'"- ; thus the n roots constitute one cycle,

and belong to a single monogenic function, each root changing into another

when X makes a circuit about the origin, and so on throughout the cycle, till

after n circuits the original root reappears.

We have

^y (x, y), = 9^ {a^, y)/dy, = nf'-^ + (?i - i)pif'-' + . . . +Pn-i ;

form the Sylvester ^/-resultant of tn- (x, y) and 'OTy (x, y), which, being a

rational integral polynomial in p^, ..., pn, is a power-series; this power-

series cannot vanish identically, or -57 {x, y), THy (x, y) would have a common

factor

y-^'^-pif^'-' + .-.+p,/,

obtainable by the rational method of greatest common divisor; thus

Pi, ...,pn'' would be rational in p^, .,., pn, and therefore each of the form

x'^'-qr] we have excluded this by hypothesis. The Sylvester y-resultant

vanishes for x = 0, since both nr (x, y) and 'UTy {x, y) vanish for a; = 0, t/ = ;

but a region can be put about x = within which no other zeros of this

resultant are found ; this region, taken circular, we call, momentarily, the

domain of the origin. Let Xq be a point of this domain other than the origin,

and 2/o any one of the corresponding roots of ^^{xq, y) = 0, so that zTy {x^, yo)

is not zero
;
put x = x^ + ^, y = y^ + rj in '!n- {x, y), so obtaining

d'!!T (x„yo) _^ d^(xo,yo) ^^
dxo dy,

'" '

by a particular case of the theorem in the Corollary of the preceding article

this leads to a series

y = yo + Ai(x- Xq) + A^ (x - Xof + . .
.,

expressing, about x„, the only root of ot (x, y) = which reduces to y^ when

x = Xq. a precisely similar form, as power-series in a; — Xo, is possible for the

other roots of ^(x, y) = in the neighbourhood of Xq. Let ?" be the least of

the n radii of convergence of these n series belonging to X(,. Putting a small

circle about the origin, and another circle just within the outer circumference

of the domain of the origin, and considering the closed annulus so deter-

mined, and the value of r for each point Xq of this annulus, we desire to shew
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that a number greater than zero exists such that r is everywhere greater

than this ; in other words that the lower limit of r for the points x^ of the

annulus is greater than zero.

To prove this we may proceed as follows : let .V be a point within the

circle centre x^ of radius r; to this point belong n expansions of y in powers

of X — Xq, directly derivable from •sr (x, y) — 0, as before ; let r be the least

of the radii of convergence of these ; on the other hand, any one of the

expansions in x — x^ may be rewritten as a power-series in x — Xq, converging

at least as far as the circle centre x^ of radius r, and in this form must agree

with one of the series directly derived from sr (x, y) = for the neighbour-

hood of Xa ; we see thus, that r' ^ r — \xa' — x^\; but we similarly prove,

beginning with the expansions about x^, and supposing
|

X(, — x^' \< r\ that

r f: r' —\X(,' — X()\, and so have, for sufficiently small \xo — Xo'\,

which shews that r varies continuously as x^ varies ; a continuous quantity

over a finite region is known however to reach its lower limit, while r is

never zero over the annulus considered ; thus its lower limit is not zero.

Denote this lower limit by p ; let x^ be a point within the closed annulus

and within the circumference of convergence of the series

y = yo + ^1 (x - Xo) + A2(x-Xoy + ...,

but at less than p from this circumference ; let y^ be the value represented

by this series at x^; there exists then, when x is near to x^, one root of

'3t(a-, y) = 0, reducing to y^ when x = x^, expressible by a power-series in

x — Xi converging for \x — Xj\<p, and therefore forming a continuation of the

series above, beyond its circle of convergence.

It is thus clear that any root {y^) of ts (x, y) = can be continued

completely round the closed annulus back to the neighbourhood of Xq ; it

may not however, after one circuit, resume its value ; it may change into

another root. Let it resume its value after ytt circuits; put then x = t'^, so

that the phase of t increases by 27r when the phase of x increases by 277/*

;

now, as we have considered the equation 'ut{x, y) = 0, consider the equation

57 {f^, y), and the root of this reducing to y^ for t = to, where ^o'^
= ^o ; by the

reasoning given, this root is a single-valued function of t within the annulus,

and developable, as a power-series in ^ — to, about any point to ; thus, by
CD

Laurent's theorem, it is capable of a representation 2 amf^, valid for the
in= -00

whole of the annulus ; if however M be greater than the modulus of this

series for \t\ = R, we have
|

a.^
]

< MR^" ; as all the roots of -ot (x, y) =
vanish for a; = 0, it follows that the negative powers of t, and the zero power,

are absent from the series. Consider now the /i roots of ot (x, y) = 0, given
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00

by the series la^V^ for t = t exp {^irisjix), where s = 0, 1, ..., /a — 1 ; denote
1

them by t/i, 2/2, • • • , 2/fi ; if ^ be a positive integer the sum y-^ -hyj^ i- " + y,J^

arises as a convergent power-series in t which is in fact a single-valued

function of x and is thus a power-series in x, manifestly vanishing for * =
;

we infer then that ?/i, ..., y^ are tlie roots of an equation

wherein q^, q^, ... are power-series in x vanishing for o: = 0; the factor of

-57 (a;, y) given by the left side must then, by our initial hypothesis, be

identical with -or (x, y) and //, = n. And the proposition above stated is so

proved, namely all the roots of ut(x, y) are given by a power-series in t, and

constitute a single monogenic function.

53. Consider now what is represented in the immediate neighbourhood

of the origin by a simultaneous set of equations

Cti [Xi, Xo,, ... , x^) = U, . .
.

, (Tj^ {^Xi , X2, ... , Xji) = U,

wherein each of Gi, G^, ... denotes a power-series in the n variables vanishing

for a?! = 0, i»2 = 0, ..., Xn = ^, the number of equations being less than, equal

to, or greater than n. We suppose x^, ..., Xn replaced by independent linear

functions of new variables, y^, .... yn, with unspecified coefficients, which

coefficients we regard as implicit constants ; then we may suppose that in

the new equations in y^, ..., yn there is no specialty of form which gives a

distinction to any variable above the rest. We now introduce explicit

constants, replacing 2/21 •> i/n by 7)2, ..., ij^ by means of the equations

V2 = '^2iyi + y2, »;3 = ^312/1 + ^322/2 + 2/3, •••, vn = \iiyi + -"+'^n,n-iyn-i + y7i;

the power-series then take forms

^1 (2/1, V2, ,Vn) = 0, ..., K,,^ (3/1, ?;2, . .
. , ?7„) = 0,

wherein the constants Aai. ^sd \-2, ... occur explicitly. We require the

solutions (2/1, ...,yn) independent of these constants.

It is possible, as is shewn by an argument precisely like tliat previously

given for the case of two variables, to deduce from Kr(yi, rj.,, ..., r]n) = an

equation

kr = 2//'" + kr,
1

2/1'^'-"' +...+kr,^, = 0, (r = 1 , 2, . .
. , m),

wherein kr^i, ..., kr,,xr a^re power-series in tj.^, ...,»?„ vanishing for ?7o = 0, ...,

Vn = 0, this equation giving all the solutions of the ?/i-equation ^,. = which

vanish for 772 = 0, ..., 7?^ = ; as we are considering the equations Gi = 0, ...,

Gm = for the neighbourhood of the origin it is thus sufficient for our purpose

to consider only the equations ki = 0, ..., km — 0. Any one of the m poly-

nomials in 2/1 denoted by ki, ..., k^ may be capable of being written as a

product of factors of the form

2/i'' + /ii2//"' + ...+/V
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where h^, ..., A^ are convergent power series vanishing for r].2 = 0, ..., Vn^O,
and any such factor may occur in any poljaiomial to higher than the first

power; suppose the decompositions of this form carried out as far as possible,

and let ^v' denote the product of the different factors of this form which enter

into the polynomial k.,.; every set of values of yi, tj^, ..., rjn which satisfy the

simultaneous equations kj=0, ..., km = will satisfy the set of equations

ki =0, ..., km = 0, and conversely ; we therefore consider the system ki = 0,

..., km =0, instead of the system ^i = 0, ..., km = 0. If k^, ..., km' have a

common factor, a product of irreducible factors of the form which has been

referred to, denote it by j9*"*, tlie exponent denoting the number of variables

which (presumably, or possibly) enter into it, and let k^", ..., km" be the results

of dividing ki, ..., km' respectively by p^'^K Then any point yi, r]2, •••) Vn,

in a certain near neighbourhood of the origin, which satisfies the original

system of equations (ti = 0, ..., Gm = 0, satisfies either p<"'=0, or all the

equations ki" = 0, , .
.

, k^n" = ; and any point of this neighbourhood satisfying

either j)''''=0, or all the equations k/' = 0, ..., km" = 0, satisfies the original

system of equations.

Consider first of all the single equation ^''** = 0, and, of this, any factor of

the same form

qm = y^K + nyi^-^ + . . . + rx,

wherein r^, ..., r^ are converging power series vanishing for 7)2 = 0, ..., 7]n = 0,

the factor being chosen so as to be incapable of further decomposition into

factors of the same form; the points yi, y.., ..., y.n, in the neighbourhood of

the origin, satisfying the equation g'<"''=0, are first to be divided into two

categories : those which do not, and those which do, also satisfy the derived

equation 8g<"*/92/i = ; the points of the latter category satisfy an equation

R = 0, where R is the Sylvester resultant in regard to y^ of g-"*^' and dq''''^'' jdy-^,

which, being a rational integral polynomial in the coefficients 7\, ..., r^ in

5<"', is a power series in 7]^, ..., ">;«, manifestly vanishing at the origin; thus

the points satisfying gC** = are divided into the two categories

q(n) ^ qW ^

R = 0;

consider the solutions of i2 = in the immediate neighbourhood of the

origin ; these are given by the vanishing of a certain number of irreducible

factors of the form

where Sj, ..., s^ are power series in 7/3, ..., 7]n vanishing at the origin ; these

in turn can be divided into two sets : those for which dq^''^~'^^ /d7}.2 does not also

vanish, and those for which it does ; consider a point of the former set ; the

13. 13
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arbitrary coefficient X^i, which, it will be remembered, was introduced in the

substitution

enters explicitly in the series s^, ..., s^; it enters also implicitly in rj^',

differentiating the identity in X^i,

(^i2/i + 2/-2)^ + ^1 (^2i2/i + y^y-' + ... + s^ = 0,

in regard to Xgi, we thus have

yi
dv2

4-11 =0;
9X21

thereby the solutions of 5'*"^' = are divided into three kinds

qW =

92/i

+

(71-1) _. Q

ag(«-i)

d7]2 dX

^q(n-i)

^V-2

+

q(n-i) ^
^q(n-l)

^V2

=

where it must be understood that there are as many sets of equations of the

second and third kinds as there are irreducible factors of M. We may now

proceed similarly with the points of the third kind. By combining the two

equations g'"""^' = 0, dq^^^^''/dr}.^ = 0, we derive a power series in 773, ..., rj^,

vanishing at the origin, and hence a certain number of irreducible factors

such as

qin-^-)=r)/ + t,vr' + •• + *'"

where ti, ...,ty are power series in tj^, ...,7]^, vanishing at the origin; in g'''-^)

there enter explicitly the arbitrary coefficients introduced by writing

Vs = >-3iyi + X302/2 + 2/3

;

considering first the points satisfying q^''^-^>—0 for which 8g'<"~^'/9'73 is not

zero, we obtain, differentiating in regard to Xgi and X32,

dq (n-2)

+
dq in—2)

= 0, y,

dq (n-2)

+
dq {11-2)

0, % +0y'
8773 8X31 "' "'

d7), ' dx,

while the points for which dq'-''^~^i /dr]^ = lead similarly to equations not

containing 773. The points, in the neighbourhood of the origin, satisfying

p^^i =0 are thus finally distributed into kinds, those of any kind being given

by a certain (finite) number of sets of equations of the form

qin-r)=o, y,-^ +^1=0,

wherein g
("-»'

is of the form

yr -l~ + Hr = 0, ^ ^

q(n-r) ^ ^r+l + ^'^<+l+-+^^-
ih, ...,Ua denoting power series in 7)^+2, •••> Vn vanishing at the origin, and is
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incapable of being written as a product of other factors of the same form,

while H^, ..., Hr are each of the form

Vi, ...,v„ denoting power series in ?7,.+2, ..., iq^. The points represented by
such a set of equations do not form a closed aggregate ; the aggregate is

closed by the points satisfying g-*"-'* = 0, dq^'^~^^ /drjr+i = 0.

We saw that the points satisfying Gi = 0, ..., Gm = were given either by
pin) =0 or by the simultaneous equations

Ki = \), . .
.

, Km = v)
5

consider now the points satisfying these simultaneous equations. As the

2/i-polynomials k^", ..., km" have no common factor of the same form, they

cannot all be satisfied for arbitrary values of rj^, ..., 7]^; our first problem is

to find all the relations connecting 772, ..., rj^ which follow from the hypothesis

that ki" = 0, . .
.

, km" = have a common solution. Let Ui, ..., Um and Vi, ...,Vm

be arbitrary unassigned quantities ; from the two equations

U = Uiki" + . . . + Umkm =0, F = V-^k-^' + . . . + Vmkm = 0,

we can eliminate yj, so obtaining an integral polynomial in u-^, ..., Um,

Vi, ••., Vm with coefficients which are integral polynomials in the coefficients

of the various powers of 3/1 in ki", ..., km", say

every one of the coefficients A must then be zero, and we so obtain a system

of equations

Hi (%, •> Vn) = 0, , Eg (7/2, . .
.

, r)n) =

wherein each function ^ is a power series in 7/2) • • •
> Vn j these are all satisfied

by the common solutions of the equations /*;/' = 0, . .
.

, kj' = 0, and in particular

by the origin 772 = 0, . .
.

, 77,1 = 0. Conversely, to any set of values of 772, ..., Vn

satisfying all the equations Hi = 0, . ,
,

, iTg = 0, corresponds at least one value

of 2/1 satisfying both U=0 and F=0, and this whatever values are given to

Ui, ...,Um,Vi, ..., Vm', such value, or values, of 2/1 will therefore be independent

of Ui, ..., Um, Vi, ..., Vm, as appears also from the equations given below for

determining them. Now let the equations H^ — O, ..., Hs = be replaced, for

the neighbourhood of the origin, as before, by a set of equations

K = v/ + Piv/-' + ... + P/ = 0, (o- = 1, 2, ..., 5),

wherein Pj, ...,P/ are power series in 773, ..., 77^, vanishing at the origin; further

let ha be written as a product of irreducible factors of the same form, and let

K' be the product of the different factors; the equations V = 0, ..., h/ =
then give all the points in the neighbourhood of the origin which satisfy the

equations hi, ..., ^^ = 0; of the 772-polynomials V) •••) hj let ^j''*"^' be the

common factor of the same form, and the results of dividing these polynomials

13—2
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by this factor be respectively A/', . . , , V' ; then all the solutions of

^1 = 0, ..., Hs = in the neighbourhood of the origin satisfy either the

equation p(«^-i)=0 or else they satisfy the system of equations /z/' = 0, ...,

hs" = ; and conversely. Consider now first the equation p(^-'^'i = 0, in the

variables t]^, tj^, ..., rjn; letg-''*"^* be an irreducible factor of the same form; it

contains the arbitrary parameter Xai explicitly, and, since ''72 = ^212/1 + 2/25 it

contains it also implicitly; separating the solutions of ^("-i>=0 into those

for which dq^^^~'^^ jdrj^ does not vanish, and their limiting points for which

dq^'^~'^''Jdr)^ = 0, we have, in the case of the solutions of the former kind, by

differentiating the identity in X21 expressed by g-'^-i' = when 7/2 = A"2i2/i +2/2.

the equations

This is precisely the mode in which we previously dealt with the equation
qi») — ; we can now proceed in the same way as before with the equations
q{n-i, ^ 0^ dq^''-'^/dv2 = 0. Considering then the equations h," = 0, ..., hs' = 0,

we can proceed as before, beginning by the elimination of 7]^. And this

mode of procedure can be continued until all the possibilities are exhausted

:

if at any stage we are considering an irreducible factor

wherein OTj , . .
.

, t«7p are power series in ?;^^i , ...,?/„, vanishing at the origin, we
first consider the solutions for which dt^/dTj^ is not zero; we have then an

identity in arbitrary coefficients X^, 1, ..., V, m-i obtained by replacing rj^

in CT by

Vi^ = ^F, 1 2/1 + ^M, 'i 2/2 + • .
. + ^M, M-i 2//U-1 + 2/m>

the coefficients \,i^i, ..., A.^, ^-i entering explicitly in OTj, ..., •57^; thus by

differentiating this identity -sr = we have solutions given by tn- = 0,

dvTJdnif, 4= 0, 2/1 ^- + ^r— = 0, . . ., 2/^_i 5— + ^- = 0, from which, if desired,
07}^ dXp, 1

"" di]K oVm-1
%, ..., 77^_i can be expressed in terms of 77^, 77^11+1, ..., 77,^ by means of

V2 = \iyi + y-2, »73=>'3i2/i + A32 2/2 + 2/35

The outcome of the whole investigation is thus as follows : If

Gi{oCi, ..., Xn), . .
. , Gm {x^, . .

.

,

oon) be any m power series in Wi, ..., oCn, vanishing

at the origin, a neighbourhood of the origin, defined by such equations as

\xi\< 81, ...,\a;n\< 8n, can be found such that all the solutions of the equations

Gi = 0, ..., Gm,= lyiiig i"^ this neighbourhood are given by a finite number

of sets of equations of the form

^ = 7?/ + %7y/-i + . . . + M^ = 1

Us-, uS
Vs-i= r, , '7i = —/

ST -57
J

'
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where 771, .., rjn are independent linear functions of x^, ... yOCn, the numbers is

one of the numbers 1, 2, ,.., (n — 1), the coefficients u^, ..., m^ are power series

in rjs+i , '»7s+2, --'iVn vanishing when these are all zero, the function -ar is incapable

of being written as a product of other factors of the same form, the denomi-

nator -sr' denotes d'^jdrjg, the numerators f/j, ..., Ug_^ are each of the form

where Vq, ..., -v^-i are power series in T/g+j, r]gj^^, ..., rjn vanishing when these

are all zero, and only such values of %+i, ..., rj^ are to be considered that -sj'

does not vanish simultaneously with 1:7 ; subject to this condition every

solution of any one of these sets of equations within the prescribed neigh-

bourhood of the origin gives rise to a solution of the original system. Herein

each of the functions f/j, ..., f7g_i is such that each of r/i, ..., rjs^i vanishes

when T^s+i, ...jTjn all vanish, and every one of the functions tj^, ..., 77^-1 satisfies

an equation of the same form as that, -sr = 0, satisfied by rjg, with coefficients

depending upon 77^+1, ..., 77^.

The points satisfying such a set of s equations may be said to constitute

an irreducible construct of rank n — s or of 2 (n — s) dimensions, or an

irreducible 2(n — s)-fold ; it is an open aggregate whose limiting points are

those for which both -33- = and dtsr/dtjg = ; about any point (77''g+i, ... , 77%) of

it, other than the origin, each of 77^, i]s-i, ..., Vi is representable as a power

series in 778+1 — 77"j+i, ..., 77^ — 77"^, as may be proved by an argument already

applied for the case n —s = 1 ; that all such power series are capable

of analytical derivation from one of them is a proposition presumably true

and presumably capable of a proof analogous to that which has been given

for the case when w — s = 1 ; when this is proved the construct may be

described as monogenic, it being remembered that we consider its points

only for the immediate neighbourhood of the origin.

Two such irreducible constructs, of the same or different dimensions, may
have points, even in infinite number, in common with one another : but in

every neighbourhood of such common point there are points not common to

the two constructs.

Let '5r = 2/"*-l-(a?i, ..., «^)i2/"*-i+ ... -f (a^i, ...,^„X«=0,

be such an equation as has been considered, the coefficients (x^, ..., 0Bn)i, ...,

{oci, ..., 0Cn)m being power series vanishing at the origin, and the left side

being incapable of being written as a product of factors of the same form

;

the points in the neighbourhood of the origin which satisfy ct = are upon a

certain 2n-fold ; of these the points which also satisfy d-sr/d'y = are upon

a certain (2w — 2)-fold passing through the origin; in fact by elimination

of y between ct =^ and 9^/3?/ = we obtain a certain necessary relation

connecting Xi, ..., x^. For the neighbourhood of any point (aj, ..., a,i), near

the origin, which does not satisfy this relation connecting x^, ..., Xn, every
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root 2/ of ti7 = can be expressed as a power series in oci — ai, ..., x^ — a^ ; this

is obvious as in the case n=\. Now let

be another irreducible 2?2-fold ; consider the quotient ot/v. We may eliminate

y between the equations tn- = 0, ?; = 0, and so obtain a relation connecting

x-^, ..., Xn defining, for the neighbourhood of the origin, a (2?i — 2)-fold,

passing through the origin, upon which both ct and v vanish ; the hypothesis

that this relation vanishes identically is impossible since we have assumed

that -33- and v are irreducible. For any values aj, ...,«« not satisfying this

relation, and not satisfying the relation obtained by eliminating y between

-37 = and d'or/dy = 0, we can determine in power series in Xi — ai, ..., Xn — cin

making tn- = but not making ?; = ; there are thus points in every neigh-

bourhood of the origin at which the quotient zjjv vanishes ; there are similarly

points at which this quotient is infinite.

Suppose a?i= tti, ..., Xn = an, y=h to be values for which both •sr = and

v = 0, in a near neighbourhood of the origin; let H (x^, ..., Xn) — be the

condition that ot = 0, v = should have a common root, and aj, ..., a^ be

taken within the region of convergence of H(xi, ..., Xn) ;
putting Xi = ai+ ^^,

..., Xn = an + ^n, y = ^ + V> ^-^d expanding tsr = 0, v = in powers of

fi) •••) ^11, V> it is conceivable that the resulting power series may divide by a

power series in f^, ..., ^n,v vanishing when these variables all vanish; in such

case, for arbitrary values of x^, ..., Xn in the immediate neighbourhood of

«!, ..., an, the equations 'sr = 0, v = will be satisfied by the same value of y ;

the equation H {x^, ...,Xn) = will therefore be satisfied for all arbitrary

values of a?! , ...,Xn in the immediate neighbourhood of Oi , . . . , a„ ; this however

would involve that in H (x^, ..., Xn) all the coefficients were zero, and therefore

that OT = 0, V = had a common root for all arbitrarily small values of

Xi, ..., a?,i, contrary to hypothesis.

There exists then about the origin a region within which there is no

point («!, ... , an, h) such that the series -ax = 0, v = are divisible by the same

power series in X:^ — a^, ... ,Xn — an, y — h vanishing for Xi = ai, . . ., Xn = an, y = h.

See Weierstrass, Ges. Werke, ii. (1895), p. 154.

Note. In the case of a simultaneous set of rational equations in several

variables a similar theorem, but with a simpler proof, can be given. This is

postponed to Chapter IX. below, where various propositions for rational

functions are considered. In both cases it is necessary to bear in mind that

we are considering only the solutions in the original variables (here denoted

% 2/ij '••>yn) which are independent of the parameters (X21, X31, ...) intro-

duced ; the indeterminateness of these is essential to the process as we have

described it.



CHAPTER YII.

ON THE REDUCTION OF THE THEORY OF A MULTIPLY-PERIODIC
FUNCTION TO THE THEORY OF ALGEBRAIC FUNCTIONS.

54. Suppose that a function, ^ (u), of n independent variables, tCi,..., u^,

is known to exist, its value about any finite point (ttj, ...,a„) being unique

and expressible by a quotient UjV, wherein U and V are power series in

«i — «.!,..., w^ — a,i converging in a certain neighbourhood, expressed say

by
I

zti — tti
I

< S, . . .,
I

tin — an\< 8, where S is not zero. It is understood that

two expressions U/V and U'/V for the function which belong to the

neighbourhoods of two points (a^ , . ,
.

, a,,,) and (a/,..., a/) agree with one

another at all points common to their respective regions of validity; and

it can be shewn that the existence of a definite number B for every point

(«!,..., <x„) involves that the lower limit of 8 for every finite region is

other than zero. If F do not vanish at (aj, ...,«„), then 1/V is expressible,

and so therefore is the function, by a power series in Wi — fti, ...,i/«,— a„,

converging for a certain neighbourhood of (ctj, . .
.

, an) ; then (ci^, ..., an) may be

called an ordinary point of the function. If F vanish at («!,..., a„), but

U do not vanish, then in whatever way we approach the point (oj, ...,a,i) the

value of the function increases indefinitely; such a point may be called

a pole of the function—it is an ordinary point, and a vanishing point, for the

inverse of the function. If U and F both vanish at (a^, ..., an), let each be

written, as previously explained, as a product tstiUt^ ... <i>, where, y, Xj, ...,ccn-i

being independent linear functions oi Ui — ai, ...,Un — an, each factor CTj, tn-j, . .

.

is of the form

^ = y'^ + (osi, os^, ...)i2/'^-^-f...

in which {xi, x^, ...)i, etc., denote power series vanishing for x^ = 0, ^2 = 0, ..,,

and is incapable of being resolved into other factors of the same form, while

<I> is a power series in Mj - ctj, ..., m„ — a„ not vanishing at {a^, ...,an) or for a

certain neighbourhood of this point ; then, either, every one of the factors m
occurring in F occurs also in U, and may be removed, in which case (ai, ..., a„)

is again an ordinary point of the function, or this may not be the case ; when
this is not the case there are points of arbitrary nearness to (aj, .,.,a„)

at which F vanishes but U does not vanish, these lying on (2n — 2)-folds
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given by the vanishing of one of the factors -ar of V—these are poles of

the function (^ (w)—and there are points of arbitrary nearness to (aj, ...,a,i)at

which both JJ and V vanish, these lying on (2?i — 4)-folds given by the

simultaneous vanishing of one of the factors -sr of F and one of the factors ot

of U—for such points the function assumes the form 0/0, the point {a^, ..., a^
being the only such point in the neighbourhood considered when n = 2

:

it can be shewn that in this case the function ^ {u) has no definite value at

(a-i, ..., (7,i) ; for let A be an arbitrary quantity; as U and V both vanish

at (a, , ... , a,,,) it can be shewn that there are points in every neighbourhood of

(tti, ..., a„) at which f/"— -4 F vanishes, while F does not vanish ; by approach-

ing («!, . .
.

, a,i) by a suitable succession of points the function (^ (it) can thus be

made to take the value A sit {a^, ..., a^); we thus call (aj, . .. , a,^) in this case a

point of indeterminate value, or sometimes, an unessential singularity of the

second kind, the name unessential singularity of the first kind being applied

to poles. When n=2 the points of indetermination are discrete, that is

about every one can be put a region containing no other such point ; when

n = 1 they are absent ; and this difference constitutes one of the special

difficulties of the theory of functions of more than one independent variable.

55. At the risk of interrupting the general description now being given,

it may be worth while to examine the preceding in more detail. Assuming

that in the expression of the function ^ (w) about the point (cti, ..., a^)

any power series in u^ — a^, ..., iin — cin vanishing at («!, ..., ««) which divides

both U and F has been divided out, there is a region about («! , . .
.

, a,i), which

we may take to be given by an inequality of the form

I

Ml — «!
I

^ + . . . +
I

Un — 0,1 1

^ < r^

such that if U, Fbe rearranged as power series in u^ — u(

,

. . ., w„ — u^ about any

point (z<i', ..., Un^ of this region, there is (p. 198), no common factor, a power

series in ti^ — u^, ..., Un — w/, vanishing at Ui, ..., u^ ; let this region be momen-

tarily called the proper region of (aj, . .
.

, a^^\ further, let any region be momen-

tarily called a suitable region when it is wholly contained in the proper region

of some point within or upon the boundary of itself. Putting u^ — ^^--i + i^^r,

where ^i, . .
. , ^2n are real, we may speak of (mj, . . ., Un) as represented by a point

of real space of 2n dimensions ; taking then an}'' portion of this space,

bounded suppose, for definiteness, by 4/i planar (2?2 — 1 )-folds expressed

by equations ^r = K> ^r^Cr, this may be already a suitable region according

to the definition given above; if not, let it be divided by planar (2w— 1)-

folds expressed by equations of the form ^^ = dr into a certain number, say m,

of cells equal in all respects ; among these cells fix upon any one, if any

exist, which is not suitable in the sense explained, and let it be again

divided into m cells, equal in all respects; and so on indefinitely; we say that

by a finite number of steps the original region can be divided into sub-

regions every one of which is suitable according to the definition. For
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an indefinitely continued sequence of cells, each continued in the preceding

one of the sequence, and a definite fraction thereof in linear dimen-

sions, must have a limiting point contained within or upon the boundary

of the cells of the sequence ; to this limiting point however belongs

a proper region of assignable radius r, as above, and this proper region

will contain all the cells of the sequence after a certain stage of the sub-

division, and all these contained cells are thus suitable regions according to

the definition. It follows thus that any finite portion of space can be

divided into a finite number of suitable regions. Denote such a set of

suitable regions say by K^, K^, ..., and let (iti*''*, ..., it,i'''>) be a point whose

proper region contains K^ ; suppose K^, Kg to be two suitable regions with

a common (2w — l)-fold interface ; the expressions for the function <^ (u),

say ^ and ^, which are valid over the proper regions of (ui^^\ ...,Un^^^) and
V r ' s

(tti '**,..., !<„'*>), will both be valid on this interface, and if (u/, ...,Un) be

any point of this interface, and we suppose each of t/,., Vr, Us, Vg rearranged

as power series in Wj — Uj, ..., Un— Un, and in this form denoted by Ur, F/,

Us, Vs, we shall have for the immediate neighbourhood of «/, . ,
.

, u^' the

equality

u;_ui

wherein U/, F/ are not both divisible by any power series in u^ — ?//, . . . , Un—Un
vanishing at V> ••','^n, nor t/"/, F/ similarly divisible. If now F/ vanish at

(w/, ...,Un), which may or may not be the case, then any point in the im-

mediate neighbourhood of (m/, ... , Un) at which F/ vanishes but Us does not

vanish, must be a vanishing point for F^', since otherwise f/"/= F/ Ug'/Vs

would not be finite, and any point in the immediate neighbourhood of

{ui,...,Un) at which F/ vanishes and f7/ also vanishes, being a point of

indetermination for the quotient Ug'/V/, must be a point of indetermination

also for Ur/Vr, so that F/ must also vanish (as also Ur). We see then how
the points within Kr at which <^ (li) is infinite (or indeterminate), if any
exist, are continued into Ks ; there is what we may call an infinity (2n — 2)-

fold for the function ^ (ti), expressed in any region Kr which contains points

of it by the equation F^ = 0, and then in a contiguous region Kg containing

points of it by the equation Fg = ; and there is similarly a zero {2n — 2)-

fold expressed in any region which contains points of it by the vanishing

of the associated numerator U : over the zero (2n - 2)-fold the function

<f)
(u) vanishes, over the infinity (2n - 2)-fold it has poles, except for points

common to both these (2w - 2)-folds ; these constitute a (2w ~ 4)-fold over

which the function is indeterminate.

56. Functions with the character which has been explained for ^ (u) are

the nearest analogue, among functions of more than one independent
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variable, of the single-valued functions of one variable having for finite values

of the variable no singularities other than poles, and, as those functions, they

may be described as behaving like rational functions for all finite values

of the arguments, or as being meromorphic. Such a function of one variable

which has no essential singularity at infinity is in fact a rational function;

and similarly, for the case of n variables, if such a function is expressible, for

all sufficiently large values of u^,..., Un, as the quotient of power series

in Wi~\ . .
.

, Un~^, and for all values of which m^+j , ...,Un are sufficiently large

while 111 — hi, • • • > Uy—hr are sufficiently small, as a quotient of power series in

Ui — bi, ..., Ur—br, u~\.+i, ..., Un~^, and this for all positions of 61, ..., &,., and

for all values r=l, 2, ..., (n — 1), then the function is actually a rational

function (Hurwitz, Grelle, xcv. (1883), p. 201). In the case of functions of one

variable, a single-valued function of meromorphic character can be expressed

as the quotient of two integral functions ; the same is true of functions

of any number of variables, and the integral functions can be taken so

that they vanish respectively only for the zero construct, and the infinity

construct of the function, and the quotient assumes the form 0/0 only for the

points common to these where the function is indeterminate. But the proof

of this result is more difficult than in the case of functions of one variable.

(See the Bibliographical Notes, at the end of the Volume.)

57. Leaving these general considerations we introduce now a further

limitation for the function ^ (u), by assuming it to be periodic, in the sense

that there exist sets of n constants Pj, ..., P,i which added simultaneouslj'-

and respectively to Mj, ...,Un, leave the value of the function unaltered,

so that we have the equation, holding for every set of values of Mj, ...,Un for

which (p (n) is definite,

(f)
(Uj + Pj, ... , Un + Pn) = 4> i'^h, ,Un); .

if there be more than 2n such sets, or columns, say (Pj*, ..., P,i*) for

k = l, ..., {2n), {2n + 1), ..., it is manifest that among every 2n + l such

columns there exists a linear relation expressed by n equations

c, P;,<i) + c, Pj,^^ + ...+ c,n+i Pa'^'^^^' =0, {h = l,..., n),

in which Ci, ..., Cgn+i are real quantities (independent of h); there must then

be a positive integer r lying between 1 and (2w + 1), such that every existing

column of periods can be expressed, in terms of r appropriately chosen

columns, in the form

Q, = X,P,w + ... +X,.P;,<') (A = 1, ..., n),

wherein Xj, ...,^X,. are real constants, independent of h. We assume now that

(J)
(u) is not capable of being regarded as a function of less than n linear

functions of Ui,...,Un—which, clearly enough, would be a special case;

it can then be proved that the constants Xi, ..., X,., are necessarily rational

numerical fractions, and that r columns of periods can be chosen, in place of
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P<"', ...,P''*, in terms of which every other column of periods Q can be

linearly expressed as above hut with rational integers for the coefficients

Xi, ..., X,.; further we assume that r has its greatest possible value, namely

2n. Thus we assume that there exist 2?i columns each of n quantities,

twi*"', ...,&)„'*', for s = 1, 2, ..., (2w), such that, for every set of values of

Ml, ...,Un for which ^ (w) is definite, we have

while every column of constants Qi, ..., Qn which, for all such values of

Wj, ..., Un, give the equation

</>K + Qi, ... , lln + Qn) = 4> i'^h, ••, Un),

is expressible in terms of the 2?i columns t«'^', ..., w'^"^* linearly with integral

coefficients in the form

Qu = coj,im, + ...+ coj,^'^m,n, (h = l,...,n),

wherein M^, ..., M^ are integers independent of h. The assumption then

that
(f)

(u) is not a function of less than n linear functions of w^, .,., w„, can be

shewn* to involve that there exists no column of wholly infinitesimal periods;

* For the results assumed the reader may consult Weierstrass, Ges. Werke, ii. (1895), p. 55

(reproduced in abstract in the writer's Abel's Theorem, p. 572) ; Eiemann, Werke (1876), p. 276;

Kronecker, Werke, iii. i. (1899), p. 31. The argument of Weierstrass is for analytic functions
;

the following argument, suggested by Kronecker's paper, affords au easy and suggestive view of

the connexion between the existence of infinitesimal periods and the reduction to less than n

linear functions of the variables. Put it/j = f2ft-i + '%2ft ^^^ regard (p{u) as a function of the 2n

real variables f^ , . . . , fgrt 5 ^"^ ^^^ space of these take a finite region throughout which ^ (m) is

continuous ; then if e be of foreagreed smallness, a number r other than zero can be assigned

such that if (f) be any point within this region, we have
|

(^') -<p{i)\ < e for every neighbouring

point (^') for which 2 (^'j.

-

^^f<r'^. Suppose now if possible that (ii) has infinitesimal periods
;

then a set of real constants 7^, ...
, 72,1, each in absolute value less than r/(2K)"2, can be found such

that ^ (fi + 7i, ••• , ?2«+ 72») = ^ (?i. ••• . 4J ;
taking points ^1, ... , fan. such that

|izii!!!_4zM_ _^MZ1^ -X ...
7l 72 l2n

where (fjf"), ... , ^Qn'"') is an arbitrary point within the region considered, and allowing \ to increase

from zero, so long as X is less than unity we have S(fj. - 4**'')^<'''^ and therefore
|

9!) (f) - (f") |
<e,

while, when \ is unity, 0(f) = 0(f*'); putting ffc<°*4-7fc= 4'^', as X varies from unity to 2, we
have S(?i:-4W)^<r2, and therefore 1^ (f)-0(?i) |<e, that is

| <^ (f ) - ^i (f<"')
I

< «, while when
X=2 we again have 0(?) = 0(f'*). It appears then that for all points 4= |fc'*'' + X7j., we have

I
(?) - ^ (?")

I

< e ; now e is an arbitrary quantity ; this can only mean then that for all these

points, lying within the region considered, we have 0(f) = 0(?''). But, if 7.2,«-i + i72jn -^m these

points satisfy a^= Uft*"' + Xfl/j
,
{h=l, ..., n); not every one of (2^, ... , i2„ can be zero, sayOj is not

zero : put then

so that when %= W/j") + Xii^ we have v^=-^u-^^^) - WgW^v/', etc., and (j){u) has in general the form

what we have proved is that, so long as t^g, ... , v^ are unchanged, -^{u-^, v^, ... , v„) is unchanged,
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namely, it is not possible to assign a set of n real quantities ei, ... , €„ each of

arbitrary smallness and then to find a column of periods Qi, ..., Qw for which

all the inequalities
|
Qi |

< 61, ...,\Qn\<^n hold; thus the lower limit, for

all possible integer values of M-^, ..., M^, of the sum

n

S |6)/,Wilfi+...+a);,(^^«'if2,,|,

is greater than zero. From this it follows, if &);i® = aA,A; + *'«n+A,ii;> for

A = 1, ..., w and A; = 1, ..., (2w), where ah,ic and 0Ln+h,k are real, that the

determinant of 2n rows and columns
|
a^,

« |, for r, s = 1, ..., (2w), is other than

zero; for the vanishing of this determinant would imply the existence of

2w equations

SX^a,-, s=0, (s = 1, ... , 2?i),

r=l

in which \], ... , Xgn are real, and hence, if, with integer values of Jfj, ..., if2*1,

we put

t ar, s Ms = Ar,
s=l

would imply the existence of the single equation

2rt

r=l

in this suppose X^n is a coefficient which is not zero; we know* that it

is possible to choose the integers M^, ...,M.^n so that A^, ..., ^gn-i shall

be respectively less in absolute value than any arbitrarily small quantities

Ci, ...,e2»-i previously assigned; this single equation would then make it

possible at the same time to take A^n arbitrarily small ; we have however

proved that the function has not infinitesimal periods.

With such a system of periods w^*, we can then, if %,..., m„ be any

complex values, find real quantities E^, ..., ^2n such that

Uk = E, ft);,(i> + ...+E,n «;,<-"*, (/i = 1, . . ., n),

or, putting Ek= M]c-\- e^, where if^ is an integer and 0^ek<l,

Un - M, ft);,W - ... - if^n «/.'"-'*> = 6: «A<^> + ... + e,n «a'^' {h=\,..., n)'

the points given by the right side with the limitation < e^ < 1 are said to

be interior to a, period cell whose initial point is the origin; we speak of it as

even when u-^ changes. For the region under consideration, it is thus possible to write (m) so as

to be a function only of the {n-1) linear functions v^, ...,!;„ of Mj, u^, ... , w„. It appears then

that no single-valued function of n variables which is continuous over a limited continuum, and

not a function of fewer than n variables, can have infinitesimal periods.

* For this proposition see Jacobi, Ges. Werke, t. 11. p. 27, or Grelle, xiii. (1835), p. 55

;

Hermite, Crelle, xl. (1850), p. 310, Grelle, lxxxviii. (1880), p. 10; Clebsch u. Gordan, Abelsche

Functionen (1866), p. 130, and particularly Kronecker, Werke, in. i. (1899), pp. 49-109. Also

Riemann, Werke (1876), p. 276; Appell, Liouville, vii. (1891), p. 207.
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constructed in the real space of 2w dimensions wherein the co-ordinates are

f]> •••)^2n given by «a = ^2^-1 + *'
^2/1 J it is bounded by 2n pairs of opposite

{2n — l)-folds given by e^ = 0, ek= 1. The whole of the 2?2-fold space may
be supposed divided into such cells, and any point of this space is congruent

to one point of the primary cell, the congruence being expressed by the

equation above.

It should be remarked at once, however, that not any set of 2n^ quantities

oj/i*, satisfying the conditions so far imposed, can constitute the 2n period

columns of a function of n variables ; one main result of the enquiry upon

which we are now entering is that it is further necessary that, between the

2n periods associated with any one of the arguments Ui,....Un and those

associated with any other of these arguments, there should exist an identical

relation linear in the periods associated with each of these arguments ; and

that also, between the real parts of the periods associated with any one of the

arguments Ml, ...jW^ and the imaginary parts of these same periods, there

should exist a relation expressed by saying that a certain expression linear in

these real parts and also linear in these imaginary parts must be positive.

58. Take now n sets of constants (a^ <*"',..., a,i <*'), for r=l,...,n, such

that Ui = o-i**', . . ., Un = «„<'' is a regular point for the function ^ (u), namely, a

point about Avhich <f){u) can be expressed by an ordinary power series

in Wi — ai**"', ...,t<^- Ctrl*'"*, and define n functions <^i-(^0 by means of the

equations

so that

while the Jacobian

<^r(0) = 0,

3^
dUn

d4>n

reduces for Ui=0, ..., u^ = to

a(/)(a'")

9^
dUn

this determinant is not zero for all positions of the n points (a'^*), ..., (a'"')

since otherwise there would exist an equation
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holding for all positions of (a'-'*), wherein A^, ..., J.,^ are independent of (a*^')'

and hence (/> (w) would be expressible, over a 2?i-fold, by less than n linear

functions of Ui,...,Un.

We can thus suppose (a''*), ..., (a<**') chosen so that the origin is an

ordinary point for each of the functions (}ii{u), ...,(f>n(ti), and a zero point for

each, but not a zero point for their Jacobian ; there is thus about the origin a

finite region not containing any pole or singular point of (pi (u), ..., <f)n
(u), or of

their Jacobian, or any point whereat this Jacobian vanishes, and the functions

are expressible, for the neighbourhood of the origin, by power series

<f>h
= tt/M «i + ... -^-ah,nUn+ • {h= 1,

.

..,r),

such that the determinant
|
cih^g |, for h, s = 1, 2, .,.,?i, is not zero.

Instead now of considering all possible values of u^, ..., u^^, we apply (n—l)

restrictive conditions, and so obtain a construct of two (real) dimensions

—

as follows. Suppose <pi{u), ...,^n{u) to be expressed in terms of the n

independent functions

Vh = a,h,iUi+ ... + ah,nU,i;

let Ch,iOc + Ch,o^a;'+ ..., (h=l, ...,7i),

be 71 convergent power series in a single complex variable x, all vanishing for

x=0; consider the values of Vi,...,Vn obtained by equating the functions

(pi, ...,(j)n to these power series, each to each. These conditions are

expressed by

Vr = Cr, xX + C,., 2^^ + • . . + ^r

)

(^ = 1, • • • j ^),

where <!>,. represents the terms of second and higher orders in ^,., with their

sign changed, and these equations enable us, as we have shewn (p. 189), to

express each of Vj, ...,Vn as a convergent power series in x, for sufficiently

small values of x, these being the only values of Vi,...,Vn satisfying these

equations when x is sufficiently small. Let these series be represented by

Vr = kr,l ^ + kr,2^^ +..', (t = 1,2, ...,n) ',

we desire to shew first, that even if the original power series to which the

functions (pi, ..., (pn are equated reduce to polynomials of order ?t, so that for

s>n, and every value of r, (= 1, . . ., n) we have Cr,s = 0, we may still, by proper

choice of the remaining ?i- coefficients Cr,s, ('', * = 1, •,n), suppose that neither

of the determinants of order ?i denoted by
| Cr,s \, \K,s\ vanishes. Denoting

the terms of order m in Vi, ..., Vn in the series <!>,. by {...,Vg, ...]r,m, we have in

fact the identities,

A;,.,i a; + ^V,2^'^ -I- ... =c,.,i^' + c,.^2*'^ + ... 4- 'I, {...,{ks,iOS + k^^.x^ + ...),...],•,/«.
»»= 2

for r= 1, ..., it, and hence, for r = 1, ..., w and t=2,3, ..., oc
,

00

K, t = Cr, t + coeff. ^'^ in 2 {...,(ks^i x + ... + kg, t-i
*' ''~^),

• • •

}

r,m

,

m=2
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where it will be noticed that on the right the second suffixes of the coefficients

kg^a. that enter are less than t; the elements of the first column of the

determinant
] c,.,s |

are thus equal to the corresponding elements of the

determinant
|
A;,.,s |> and the elements of any other column of the determinant

I

c,.,s
I

are each equal to the corresponding element of the determinant
|
k^^s

I

augmented by a polynomial in the quantities /<;,._ ^ occurring in preceding

columns of |/^r,s|> ^be lowest terms in this polynomial being of the second

order; suppose then that arbitrary values for which the determinant
| kr^s\ is

not zero are given to the w- quantities kr^s foi" ^j 5=1,2, ,..,n, and the n^

quantities Cr,s are determined accordingly; it seems certain that the values

of kr,s can be taken so that also the determinant
|
c,.,s

|

is not zero ; this being

so, let all the quantities Cr,s foi" r = 1, ...,n but s > n, be taken zero ; and then

the quantities kr^s for s>'n be determined by the equation written above.

Thus the equations

^,. (u) = Cr,iOG + ... + Cr,n SC^,

.

(v = 1, . . .,71),

are such that they do not imply any linear equation

wherein A^, ...,An are independent of a;, and they lead to converging series

00

s = l

not satisfying any equation

BiV^ + . . . + BnVn = 0,

in which B^, ...,Bn are independent of a;, and hence to converging series

00

wherein also Ui, ...,Un are connected by no linear homogeneous equation with

coefficients independent of x.

For every sufficiently small value of x these equations define a set of

values for Ui,...,Un, which, putting, as before, Hr — ^2r-i + 'i'^2r, we may
represent as a real point in space of 2n dimensions ; the series are presumably

capable of analytic continuation beyond the neighbourhood of the origin ; the

whole aggregate of points so obtainable forms a (2n — 2)-fold, and it is this

which we now proceed to study in more detail.

Since the determinant \Cr,s\ does not vanish, the equations

may be replaced by equations

where yi, /a, ...,fn are certain independent linear functions of ^i, ..,, ^n',

putting then
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they may be replaced by

and it is at once seen that the Jacobians

9 {u^, Uo, ..., Un) ' d {Uj, U2, ..., Un)

are equal; as the functions /"i, ...,y„ are independent linear functions of

^1, ..., ^n with constant coefficients, the latter Jacobian is a constant multiple

of the Jacobian of 0i, ..., ^„, and does not vanish at or in the immediate

neighbourhood of the origin tti = 0, ..., ii„ = ; nor therefore does the former

;

and thus the determinant

dF\ dF^

dui ' du2
' ''

dlln

dFn dFn dFn

dill ' du2 '
' dun

does not vanish for U2= 0, ...,Un = for all values of the constants Ci, ..., c,t.

59. Consider now the aggregate, 0, of points (itj, ...,Un) determined

as follows ; first exclude all points at which any one of the functions

cf)i{u), ..., ^n{u), or, what is the same thing, any one of the functions

fi, F2, ..., Fn, has a pole or a point of indetermination ; from those remaining

exclude further all points where the Jacobian d{^i, ..., (})n)/d{ui, ..., iin)

vanishes ; of non-excluded points take then only those for which the (n—l)
equations F2 = 0, ..., Fn= are satisfied. To this aggregate adjoin now all

its limiting points, namely all points infinitely near to which are found points

of ; denote the resulting closed aggregate by G. That there are points

belonging to the aggregate has been shewn in what precedes ; the origin is

an ordinary point for the functions ^1, ..., ^^, and their Jacobian has at the

origin a value not zero ; there is thus about the origin a finite region every

point of which is an ordinary point for the functions ^1, ...,(f>n and a non-

vanishing point for their Jacobian ; by supposing cc sufficiently small, we
can suppose that the values of Mj, ..., Un which satisfy the equations

4>r = Cr,iOc+ ... +Cr,n^''^ are within this region—and these values satisfy the

equations F2 = 0, ..., Fn = 0.

Consider a point (a^, ..., an) of the aggregate ; in its neighbourhood the

functions F^, ..., F^ are expressible by power series in u^ — aj, ...,Un — an, and,

since the Jacobian of/i, F2, ..., F^ does not vanish at («!, ..., an), we can choose

constants Ci, ...,c„ so that the Jacobian of F.,, ...,Fn and the linear function

Ci(iti — ai) + ... + c„(«% — a«) does not vanish at (ai, ...,a,j). Taking then a
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parameter t, and restricting ourselves to sufficiently small values of this, we

can (p. 189), from the n equations

i^2 = 0, . .
.

, i^H = 0, Ci (Mi - «7j) + . . . + c„ {an - an) = t,

obtain converging power series in t for the n quantities i<i — ftj, ...,m„ — a,i,

expressing all the points of the aggregate which lie in a suitably limited

neighbourhood of (aj, ..., an), and only points of this aggregate.

Consider next a point {a^, ..., a„) which is a limiting point of the aggregate

0. For points in its immediate neighbourhood each of the functions

F2,...,Fn is expressible in a form Fr = N^/Dr where iV^, D^ are converging

power series in u^ — a^, ..., k^ — ««, not both divisible by a power series in

1*1 - «!, ..., Un— a» vanishing at (a^, ..., a^) ; of these we may without loss of

generality suppose that Dr vanishes at Si, ...,a„, or else is equal to unity.

Supjjose first that D,. vanishes at (aj, ...,ot,j)
; there are then also points

infinitely near to («],.. ., an) at which D^ vanishes, these constituting a certain

{2n — 2)-fold continuum. These points do not belong to the aggregate :

for, taking such a point, (a/, ...,«/), let D^, Nr be written as power series in

Ui — Ui, ...,Un — «>/, becoming D/, iVV ; then, when (a/, ..., a/) is sufficiently

near to (aj, ...,«„), the series Z)/, Nr are not both divisible by a power series

inu-i — Ui, ...,Un— OLn, Vanishing at (a/, ...,a/), (p. 198), and therefore the

fraction N/jD/ is either infinite at (a/, ...,a/) or assumes a form 0/0; in

either case (a/, ..., oc^) does not belong to the aggregate 0. Thus the points

of this aggregate, which, by hypothesis, exist, in infinite number, in the

immediate neighbourhood of the limiting point (aj, ..., a„), and satisfy the

equation F,. = (as well as the other equations .^2 = 0, ...,i'^,i = 0), do not

satisfy D,. = 0, and must satisfy J\^,. = ; the power series iV^ must therefore

vanish at («!, ..., a,i). This is proved when Dr vanishes at (a^, ..., «„); when

Dr= 1, the equation Fr= involves iV,. = 0, and this, holding for points in the

immediate neighbourhood of («!, ..., an), must also be true at (a^, ...,a„). The

points of the aggregate in the immediate neighbourhood of (ai, ..., «„) are

thus to be found among the solutions of the equations

N,= 0,...,Nn=0,

in each of which the left side is a power series in ii^ — a^, ..., m„ — «„ vanishing

at («!, ..., ttn) ; though conversely not all common solutions of these equations

can be assumed to be points of the aggregate 0.

All solutions of such a set of equations in which Ui — ai,...,Un — oLn are

sufficiently small are, however, as has been shewn (p. 196), points of a finite

number of irreducible constructs each represented by a set of equations

of the form

OT (Wn) = tVn'^ + (Wi, . .
.

, W.,^\ Wn"'^ + • . . + {w^, ..., Wm)^ = 0,

VJ,„+-^ = -3r,„+i {Wn)l'^'{Wn), . ..,Wn-i = '^n-i {Wn)l'^'{Wn),

B. 14
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wherein w^, ..., w^ are independent homogeneous linear functions of

Ui — «!, . . ., Un — oin, the coefficients (wi, ..., Wni)i, ..., (w^, ..., w^^ are convergent

power series vanishing when w-^, w^, ..-, Wm all vanish, the symbol ^'(Wn)

represents Dot (w,i)/9w^M> the numerators 'UT,n^j(Wn), ...,t^n-i(Wn) are poly-

nomials in lUn of dimension /* — 1 whose coefficients are converging power

series in Wi, ...,w-,n, and only those values of lu^, ..., w^ are to be considered

for which sr (w„) and 'sr'(w„) do not simultaneously vanish ; conversely all

solutions of an}?- such set of equations in which Wi, ..,, iv^ are sufficiently small

are solutions of the original equations i\^2= 0? •••> N^ = 0.

Such a set of equations, n — m in number, represents a construct of 2m
dimensions, there being ni independent variables Wj, . . ., w^- If (wi'"*, . . ., w^*"')

be a point of this construct, in the immediate neighbourhood of

lu-i^ = 0, W,; 0,

and we substitute Wi'"' +\, ..., w,j<"> +\n in place of w-^, ...,Wn,^Q obtain

{n — m) equations Hr {\, •••, \i) = 0, wherein Hr (Xi, ..., X„) are power series

in Xi, ..., X„ vanishing when these are zero. If m > 1, so that n — m + 1 < n,

we can therefore always find small values of Xi, ..., X,i, not all zero, to satisfy

these equations and at the same time an equation 7^X1 + . .
.
-f 7,iX,i = 0,

wherein 71, ..., 7,1 are arbitrary, and this without satisfying '57'(w,i*''' +\i} = 0,

since otX^*"') 4= ; thus if (i<i< w,i«") and (wi'"' + Ij, ..., tt,,'»» +ln) be the

values of u^, ...,Un corresponding to (wi''", . . ., Wn*"') and (wi'"* + Xj, . . ., w;,i'"' + X^),

since the points of the construct satisfy i\^2 = 0, ..., I^n = ^, we can simul-

taneously satisfy the 11 equations

h+ ...+
dUn

I'll — ^) Cjti + . . . + Ciihi — ^> {h=%...,n\

where denotes a series reducing to
dNn

when ^1 = 0, ..,, ln = ^, and

Ci, ..., Cn are arbitrary; from this it follows that, for all values of Ci,

the determinant

N= Ci ,
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so that the determinant N
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two power series in u-^ — «!,..., Un — «« ; substituting Q-i,{t), ..., Qn (t) for these

differences the resulting denominator power series in t cannot vanish identi-

cally or the set of series Uh = oih+ Qh (0 would not furnish any points of the

construct in the immediate neighbourhood of (a^, ..., «„) ; the resulting

numerator power series in t may vanish for t = but there exists a region

about ^ = wherein no other zeros are found. It appears thus that if the

series Mj = tti + Qi(t), ..., Un = oin+ Qw(0 furnish points of the construct in

every arbitrarily near neighbourhood of (oii, . .
.

, an), they represent points of

this construct for all values of t of sufficient smallness. Taking this result,

and the simpler result previously found for the neighbourhood of an ordinary

point (tti, ..., a,i,) of the construct 0, we have the theorem

:

Let {ci, ..., Cn) be any point of the construct C defined as above from the

equations F2 = 0, ..., Fn — 0, that is either an ordinary point of the construct 0,

or a limiting point of this : there exists then a finite number of sets of series

th =C, + Q, (t), ..., Un = Cn + Qn (t),

each of which, for all values of t in absolute value less than an assignable

number, represents points of the construct G in the neighbourhood of (ci, ..., Cn),

andfor t = represents the point (cj, ...,c,i,); in particidar luhen, (Ci, ..., Cn) is

an ordinary point of G, that is a point of the construct 0, there is only one such

set of series ; the series being such that all points of the construct which lie in

the neighbourhood of Ci, ..., Cn, given, say, by
|
Wi — Ci

|

< S, ...,
j

Un — Cn
\

< S,

are obtained, if only h be supposed sufiiciently small ; ivhile, under the same

limitation, no p>oint is obtained for two different values of t.

The construct G thus appears to be, in its smallest parts, similar to a

construct defined by algebraic equations ; this similarity is carried further by

the three following properties :

(a) The limiting points of are isolated—about any such point can be

put a finite neighbourhood containing no other limiting point. For let

(Ci, ..., c^) be any point of G, and let r be a real quantity as great as possible

but such that, for
|

^
|

< r,
|

i'
|

< r, . .
.

, all points of which lie in a sufficiently

near neighbourhood of (Cj, ..., Cn) are given by one of the sets of series

U-^^C-^-^rQiit), ...,Un=Cn+Qn{t)\ Ui = Ci+ Q/ {t'), . . ., Un = Cn+ Qn {t') ;

while every point represented by one of these sets of series is a point of 0.

Take (6i, ..., bn) any point in this near neighbourhood of (Cj, ..., Cn), and

form the sum of the squares of the moduli of the differences

Ci + Qi (t) -bi, ...,Cn + Qn (0 - ^ny

there being as many such sums as there are sets of series involved. Putting

t= ^ + irj, and considering one of these sums for all values of ^, rj such that

^^ + V^ < ^^ we have a continuous function of the real variables ^, t], and

there is a particular value of t for which the function is equal to the lower

limit of its values for the limited range ; if this lower limit is zero the point
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(6i, ..., bn) belongs to the construct 0; if it is greater than zero there is a

region about (bi, ..., b„) which contains no point of 0, and in that case

(6i, . .
.

, 6,i) is not a limiting point of 0. In other words, a region can be put

about (ci, ..., Cn) such that every point of this other than (ci, ..., c„) is either

a point of 0, or is not a limiting point of ; and this proves the result

stated.

It follows from this that there cannot be more than a finite number of

limiting points of in any finite range of values of u^, ..., u^] for otherwise

there would be a point (the limiting point or point of condensation of these

limiting points) having in its immediate neighbourhood an infinite number of

limiting points of 0, and itself also a limiting point of 0.

(b) For all not-zero values of t, up to a certain range, a set of series

Ml = Ci + Q] {t), ..., Un = Gn + Qn (0 represents points of ; the series may
converge for larger values of t ; they then represent points of G for these

larger values, which are not however necessarily points of 0. For suppose

the series converge for t= to\ consider the points represented by

^1 = Ci + Qi (ato), ..., tln = Gn + Qn (c^o)

in which cr is real and less than unity: for sufficiently small values of o-

greater than zero, say for < o- < Ci these series represent points of ; for

(T = (Ti they will then represent a limiting point of —and not a point of 0,

since otherwise they would also represent points of for values greater than

(Ti, as follows at once by reconsidering the preceding conditions ; if o-j < 1 put

(T = crj + p and consider the series

Ui=Ci + Qi (o-j^o + pto), , Un =Cn+ Qn (o"! ^o + pQ
supposed rewritten as power series in p : then for all sufficiently small

negative values of p these rewritten series represent points of ; they repre-

sent therefore points of for all positive and negative values of p less than a

certain value; the original series thus represent points of for 0<cr< a^,

(Ti < a < ai + 0-.2, say, while for a = ai, a = a^ + a^, they represent limiting

points of ; if a-^ -\- a^ < 1 we can proceed similarly, and so on. Now there

cannot be more than a finite number of limiting points of in any finite

range of values for u^, ..., Un, and therefore the process must after a finite

number of steps lead to o- = o-j -^ cto + . . . = 1 ; the series

Ui = Ci+ Qi (a-Q, . .
. , Un = Cn+ Qn (o"4)

thus represent points of C for all values of a up to and including a = 1; and

thus the series u^ = 0^ + Qi (t), ..., Un = Cn + Qn (0 represent points of G for all

values of t for which they converge.

(c) Hence, having obtained one set of series u,. = c,. + Qr (t) representing

points of G, we can unreservedly use the ordinary method of analytical

continuation to obtain other points. In order somewhat to emphasize this
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fact, which is of importance for our purpose, we examine it in further detail.

Consider a region containing points of 0, but no limiting points of 0. About

an included point (wi'"', ..., ttn*"*) of we have expressions for the points of

of the form u^ = i<,*°' + Pr(t) in terms of a parameter

where \, ..., X„ are to be chosen so that the determinant

1/ = Xi , . . . , \n

dF, dF,

dtli
' '

"
' dun

dFn dj\,

dUi ' " "

' dvn

does not vanish at (wi'*", ..., ^%<'") ;
about a neighbouring point («i<^', ..., i<„W)

we have similar expressions ; if \i, . .
. , X,,, be chosen so that the determinant

L is other than zero also at (wi<^*, ..., w,i<^')» *he parameter about (ui^^\ ..., m^W)

may be taken to be s = \i (mi — Wi<^>) + . . . + X,j (Un — ^n"* ) = t—t^, where

t„ = \ (wi<i' - Mi<»') + ... + X„ (m„<^> - uj'^), is the value of t at (i<iW, ..., tt,,<^))
;

this point being supposed within the region of convergence of the series

u^. = ^<,,(o) _^ p^ (^^^ {I follows that the series about it may be obtained by

rewriting u,. = tt,.''^' + Fr (ti + s) in the form w,. = m,.<i> + Q,. (s). If /^i , . .
. ,

/jl^,

be any quantities, such that the determinant formed from L by replacing

\i, ..., \n by /ii, ..., /jin does not vanish at (2*1'^*, ..., t(,i'"X ^he quantity

cr == fii (wj — Wi'^*) + ... + fJn {Un — w,i<^*) may be taken as parameter of a set of

series about {ih^^^, ..., itj^''); we have then a = H (s) and s — K (a), where

H (s), K (a) are converging power series each wanting the constant term but

having the term with the first power of the variable, and t=ti + K(a) is the

general form of the substitution for the parameter, by which we pass from

the series in t about (mi*°', ..., ttn'"*)? to the series in a about (mi'^', ..., uj^^)

;

in virtue of the form of K{a) this substitution is equivalent to an expression

0-= H (t — ti), wherein H(t — ti) is a power series vanishing but having a non-

vanishing differential coefficient for t = ti. So long as we confine ourselves

to a region containing no limiting points of the construct we can con-

tinually pass from point to point in this way ; suppose, however, now that

(mj'^*, ..., Un^^^) is an ordinary point of the construct which is not within the

region of convergence of the series about (mi*"', ..., «%*"') represented by

Ur= w,.<*^' +Fr{t), but that, nevertheless, the series about (mi'^*, ..., tin^^^), given

by the general theorem, which we may write in the form Ur = t<r*^' + F,r (cr),

converge in a region partly overlapping the region of convergence of the

series Ur = m^'"* + Fr (t), so that by a substitution of the form

t-t' = ki{a- a') + k^{a - a'f + k^{a - aj + ...,

in which k^ is not zero, the two sets of series give the same values of
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u^, ..., Un for all values of t sufficiently near to t' ;
the series in cr are then

also an analytical continuation of the series in t. This derived view of the

process of continuation may be employed when we consider an extended

portion of the construct G containing in addition to ordinary points of also

a limiting point («!, ..., an), or several such points : we cannot then assume

that the parameter of any one of the existing sets of series giving points of

in the immediate neighbourhood of the limiting point (a^, ..., an), is capable

of expression in a form \ (ui — Wi) + . . . + X,i (tin — otn) ',
and if we take a

sequence of ordinary points of 0, say («i'"', . ., m^i'"')' O'l*^'' '••> ^'w'^'X •••>

converging to (ctj, . .
.

, an), it may happen that the radii of convergence of the

sequence of sets of series, about these points in turn, tend to zero : consider

the matter however in a converse order : we have proved that the limiting

points of the construct are isolated points : let Ur = ofr + Pr (t) ^^ a set of

series representing points of in the immediate neighbourhood of the

limiting point (ttj, ..., an); if Xi, ..., \i be constants, the quantity

V = XiUi + . . . + XnUn

is then expressible in the form a + P {t), and dv/dt, = PXt), is zero, in the

immediate neighbourhood of (oti, ..., ocn), other than at this point itself, only

for particular values of ^; ii \, ..., X„ be so chosen that for the value t = to

this differential coefficient is not zero, and we put t = to + p, and rearrange

the series v = a + F(to + p) in the form v = v"" + Q(p), the series Q{p) will

contain the first power of p—so that, if we put

T=V- V^'^ = \ (U, - Wi*"') + ...+\n (Un " lhJ°^),

we have p equal to a power series in t, beginning with the first power, and

we have n equations m^. = m,.'"* + Qr(p), equivalent to equations of the form

u^ = u^^^'^ + R^ (t). In this way then the set of series about the ordinary

point (^*l<**^ ..., itji**") of the construct is an analytical continuation of one

of the sets of series about the limiting point («!, ..., a^), and conversely.

The points obtainable, starting from a particular set of series, by the

process of analytical continuation above explained, are said, after Weierstrass,

to constitute a monogenic construct ; we see that the construct G breaks up

into a certain number of monogenic portions, each having the property that

it is possible to pass from the neighbourhood of any point of it to the neigh-

bourhood of any other point by a succession of analytical continuations in

which the parameter is changed by a formula t' = k^ -\- k-^t + kj!^ + . .
. , in

which ki does not vanish, while it is impossible to pass from one monogenic

portion to any other by such continuation. As to the number of such

monogenic portions constituting the whole construct G no statement can be

made at the present stage, though as we shall shew immediately, the number

of such having points in any assigned finite portion of space is necessarily

finite ; but in regard to any one portion it can be proved that, if we consider

a finite region of space, and the part of the monogenic portion under
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consideration which is included in this finite region, a number r can be

assigned such that if {a-^, ..., a^) be any point of this portion other than a

limiting point, the series Vr = ar + Prit), giving points about (oi, .... «.«),

converges certainly for
|

^
|

< r. As regards the former statement, that there

cannot be an infinite number of monogenic portions of the construct C having

points in any assigned finite portion of space, we reason as follows : associate

with every such portion a point of itself; if the number of monogenic

portions within the region be infinite, these points can be chosen so as to be

infinite in number; they will therefore have a point of condensation or

limiting point, within or upon the boundary of the region, in the infinitely

near neighbourhood of which will be found points lying upon an infinite

number of monogenic portions of G ; this however is contrary to the result

arrived at above that all the points of C, in the iumiediate neighbourhood of

any point, lie upon a finite number of constructs expressed by equations

of the form

tUn'" + ('W^)ilOn'"'^+ '+{Wi)^=0, ^2=..., , Wn-i=....

The second statement may be founded upon the fact that the radius of

convergence of the series Ur = u^' + Qr (t), which express the points of the

construct about any ordinary point (w/, ... , w,/), is a continuous function of

the position of (m/, ..., Un) upon ; and this follows from the possibility of

continuation sketched above.

60. In what follows we shall be primarily concerned with the con-

sideration of a particular one, arbitrarily chosen, of the monogenic portions of

the construct C; to save constant repetition of words we shall call this the

Construct T. Recalling the assumed periodic character of the function 0, and

the consequent periodicity of the functions F^, ..., F^, imagine the whole of

finite space divided, as explained before (p. 204), into congruent period cells.

Save for exceptional constructs, the construct G consists of the whole locus

represented by the equations F^^^, ..., Fn=0, and must therefore be

periodic ; it does not follow however that any one of the monogenic portions

of G is periodic with the same periods. Fix attention upon one of the period

cells, calling it the primary cell ; to the part of the monogenic construct F
which lies in any cell other than the primary cell, there will be a congruent

part of G lying in the primary cell ; this may or may not itself be part of F

;

since however, as we have shewn, only a finite number of different monogenic

portions of G can have points in the primary cell, it follows that the parts of

F lying in the various period cells must be congruent to only a finite number

of parts ; thus F consists of the repetition, by addition of periods, of only a

finite number of parts ; it is therefore also periodic, but its periods are,

possibly, certain sums of integral multiples of the fundamental periods.

Consider now the values which the function fi (p. 207) takes upon F ; it is

to be shewn that/i takes every assignable complex value; and, points which
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are congruent to one another in regard to the original periods being counted

as equivalent, that it takes each value the same finite number of times. For

convenience we shall for a time denote /i simply by/!

The first point is to prove that f actually assumes every value. In the

neighbourhood of an ordinary point ((Xj, ..., a^) of V, the function / is

expressible as a power series in 'Wi — aj, ..., u^ — a^; it is hence expressible

by a power series in t—and this does not vanish identically, since otherwise

the Jacobian d(fi,f2, • • •
, /ji)/5 (wj, ..., Un) would vanish for all points of F in

a certain neighbourhood of (oj, ...,a^), contrary to the fact that this Jacobian

vanishes only at the limiting points. In the neighbourhood of a singular

point («!, ..., ttn), the function /is expressible as a quotient of power series in

Wi — oti, . .. , ti^ — ttn, and hence as a quotient of power series in ^ ; we have seen

(p. 209) tliat at near points of the construct F the denominator power series in

does not vanish, and hence the denominator power series in t does not vanish

identically ; thus also the numerator power series in t does not vanish identi-

cally, since otherwise the point would be a limiting point of points at which

the Jacobian d{fi,f2, ...,fn)/d{ui, ..., %) was zero; thus about a limiting point

of F the function /is expressible in the form t~^(Ao + Ait + ...), wherein A, is

an integer which may be zero or negative. The poles of the function f upon

F are thus among the limiting points of F. If a small region of F be put

about such a pole, the values of/" at all points of this region are large, and

the region can be chosen so small that at all interior points the value of / is

in absolute value greater than an assigned real positive quantity M; there

cannot be an infinite number of such poles in any finite portion of space

(uj, ..., Un)', we can thus suppose every pole enclosed in such a circumpolar

region, correspondmg to the assigned number M ; then for points of F within

a finite portion of space (wj, ..., Un), not included in any circumpolar region,

the function/ is everywhere finite, and therefore has an upper limit which is

finite and assignable. For, to say that there were points of F at which /had
a value greater than any assignable number would be to say that there was

an infinite number of points of F at which f had a value greater than an

assigned number ; these would have a limiting point ; this limiting point

would be either an ordinary or limiting point of F, and thus a point of F ; by

hypothesis it would not be a pole of /, and hence about it f would be

expressible by a power series in t involving no negative powers, and would

thus be incapable of values beyond every limit. .As now we have previously

seen that F is a repetition of a finite number of portions, the repetition being

effected by addition of periods, and / is periodic, all the values of which / is

capable occur for points in the finite part of the space (ui, ..., Un). We can

thus assume, taking the circumpolar regions suitably, that M is the upper

limit of the absolute value of / outside ^the polar regions, while for all points
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in circumpolar regions \f\>M; we do not thereby mean to assume the

existence of any poles. Consider the points of F outside the circumpolar

regions; let (z/<*") be such a point and /<"* the corresponding value of/; for

surrounding points we have /— /"* = Cjt + c^f + ..., and points can be found

in the neighbourhood of m*"' for which f—f^^^ has any arbitrary value which

is sufficiently small ; mark the value /<"* upon a plane and the contiguous

values of/ obtainable for the neighbourhood of 2<'"', taking no account of the

possibility that the same value of /— /<"' may arise for two or more points

near to w<°' ; these points near /"<"' will lie within a circle upon the /-plane,

with centre at /'*", and every pouit within this circle will be mentally associable

with one or more points (u^, ..., u^) near to (mi*"', ..., w„"")- Let (m/, ..., Un)

be a point of F near to (uj, ..., Un) associated with the value /' of/ repre-

sented by a point within this circle ; for all values of / sufficiently near to /'

points near to (i</, •••, i'/) ^an be found; we can thus, on the /-plane, put

about/' another circle giving values of/ actually arising on F. Let this

process be carried out for all points (w/> •••) u^) near to (i**"'), and then

repeated ; and let ro be the largest radius about /'*" so obtainable such that

all values /=/ + pe^^, for any value of p < i\, and any value of 6, actually

arise ; it is understood that, if necessary, r^ is limited by the condition that

I
/o -1- pe^^

I

< M. This value of i\ will be called the variability of/ about (w"").

Similarly every other point (zt<^*) will have a variability, say r'^'. It is now

to be proved that this variability has, for all positions of (w) upon F outside

the circumpolar regions, a lower limit greater than zero. When (?t<^*) is

sufficiently near to (w'"*), the variability circle of (it<^') upon the plane of/ has

its centre /<^* within the variability circle of ('it*"'), and extends at least as far

as the circumference of this, so that r'^' ^ r<*" — |/''* — /*"'
|

; also, in the same

case, the centre of the circle for/*"' is within that for /<^' and

7-(o) = ^(1) _
I

/(l) _ /(O)
j

•

thus r<«> - 1/(1' -/(«>
I

^ r<i' ^ r"" + |/w -/"»
|

;

by taking (w'^*) sufficiently near to (w<"*) we can however make |/w —/'"'
|

as

small as we may desire ; it follows then that the variability is a continuous

function of (Wj, ..., w„) for points lying on F outside the circumpolar regions;

as it is never zero it follows that its lower limit is not zero for points

(?(i, ..., Un) on F lying in any finite part of space, and therefore, in virtue of

the periodicity of F, that its lower limit is not zero for points (ttj, ..., u^)

anywhere on F, outside the circumpolar regions. Let this lower limit be r.

If then /<"* be the value of/ at any point (w*"*) of F, there exist points,

outside the circumpolar regions, at which / takes any of the values /*" + pe^^,

where p <r and 6 is arbitrary. This however does not at once preclude

the possibility that as / is made to pass through any range of values from
y(o) to/<°'+/oe^, the corresponding point (m) may pass to infinity on F.

This possibility may be illustrated by attempting to prove in a similar way,
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on the plane of a variable u, that the function f = e^ takes the value zero;

over any finite part of the plane the variability of the function /=e" has

a lower limit other than zero ; starting from the value /'"' for u^^\ the

point zt*^' for any other value /<'* is given by m<^* —w*"' = log (/'^* //'"*)
5

i^

yw = iyc) we have then zt'^' =^t<'" — log 2 ; if next y^' = ^/<'* we have again

^(2) _ ^(1) _ \Qg 2 = «<"' — 2 log 2 ; and as we thus approach to the value for

f, while at every stage there is a definite position for u, yet these positions

pass to infinity. Suppose then, returning to the case now under discussion,

that the positions of {u) corresponding to values of /of the form/'"' + /aV^,

where p denotes a series of values having p as their limit, are a series

passing off to infinity ; choose a set of portions such that F is made up of

repetitions of these, by additions of periods ; these portions lie entirely in a

finite number of period cells ; denote the aggregate of these cells as the

fundamental volume ; a series of points {u) upon V passing off to infinity may
then be represented, so far as the values of/ are concerned, by an indefinitely

continued sequence of points in the fundamental volume ; and, in the case

supposed, there will then be an infinite number of such points, in the funda-

mental volume, and upon F, at which / takes values /<"' + p&-^ for which p is

arbitrarily near to p. There is then a point, which will be upon F, in any

arbitrarily near neighbourhood of which are found points for which / has

values /<"' + joV^ in which p is arbitrarily near to p ; in virtue of the con-

tinuity of/ it follows that at this point / takes actually the value /<"> + pe^.

It appears thus that the neighbourhood of a point (w'"') at which / takes a

value /<"* -I- pe'^^, with p < r, may always be supposed to lie entirely in the

finite region of space. Take now any point (li*"') of F and let ^"" be the value

of / there ; take any other value ^ for which
| ^ |

< If. The finite series of

intermediate points ^<^', |<^*, ..., for which the differences

&(1) _ fc(0)^ fc(2) _ fc(l)^

are all of the same phase and all of absolute value < r, determines a finite

series of points (m'^*), {u^'^^), ... upon F at which / has in turn the values

^'^', ^'^*, ...; and these lead then in a finite number of steps to a definite

finite point at which /= ^.

It appears thus, as M is arbitrarily great, that / takes every assignable

value, and becomes infinite at a pole, somewhere upon F.

61. Having proved that the function / assumes upon F every complex

value, we can prove that it takes any definite value only at a finite number
of points, points for which the arguments (u^, ..., Un) differ by a column of

periods being counted as equivalent, and that it takes every complex value

the same number of times.

For consider an irreducible set of portions of F, lying in a finite number

of period cells, so chosen that any other point of F is reducible to a point
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included in this set, by additions of periods. The aggregate of these portions

may be spoken of as the fundamental region of V. If / were capable of

the same value for an infinite number of incongruent points, it would be

capable of the same value for an infinite number of points of the fundamental

region ; and there would then, as this region is entirely contained in a finite

portion of space, be a limiting point, itself therefore a point of F, in any

neighbourhood of which, however small, / would take this value an infinite

number of times. All the values of / in the neighbourhood of any point of

r are however given by a finite number of expressions of the form

and an equation of the form ^ = t~^ {A -\- A^t -\- . . .) is not satisfied by an

infinite number of small values of t ; thus / cannot have the value ^ at an

infinite number of points arbitrarily near to any point of V.

Next, an equation f=t~^{A -\- A{t+ ...), where \ is positive and greater

than zero, means that the point about which it holds is a pole, and we may
say that / there becomes infinite \ times : similarly an equation

f-f, = t\A + A,t+...\

wherein X is positive and greater than zero, may be expressed by saying that

at the point about which it holds /takes X times the value /"o I
consider such

a point as this last, the pole being included by the convention that for a pole

f—f shall be replaced by Ijf. For values of / near to/o, the equation

f-f, = t'{A^A,t+...)

gives A, small values of t, and hence \ places on F near to the point, at which

/ has any assigned value near to f ; in other words the number of places

where / has this near value is equal to the number of those where /=/o ;

this identity in the number of places where /has its various values continues

therefore for large variations of value. Considering then all the points of the

fundamental region of F at which / takes any particular value, and supposing

/ to change continuously, each of these points is the beginning of a path upon

F, and every one of these paths may be supposed to persist even through a

point where one or more of them intersect ; if one of these paths pass over

the boundary of the fundamental region, then, since / has the periods which

are fundamental for F, there enters at the same instant, at another point of

the boundary, a path which may be taken as continuing, upon the funda-

mental region, the path which has passed out. The total number of times /
takes any value within the fundamental region is thus the same whatever

the value*. This number is the sum of the numbers for a certain finite

* We have already spoken of the {In - 2)-fold, in the real space of 2?j dimensions, upon which

the function / vanishes, and of the infinity (2?i-2)-fold upon which 1// vanishes. There exists

similarly a (2h - 2)-fold upon which / is equal to any assigned complex quantity f . What we have

proved is that the number of its intersections with the 2-fold V, incongruent to one another in



ART. 61] The associated algebraic construct. 221

number of period cells, chosen so that the portions of V which tlicy contain

are incongruent, and is thus the total number of incongruent positions

for which / has the value.

62. Now denote by x the value of / upon the construct V, and, taking

unassigned constants Xj, ..., X,i, put

and consider the function du/dx, regarded as depending upon x. We have

shewn that upon the fundamental region of F every value of w arises the

same finite number of times ; with every complex value of x, not excluding the

infinite value, may thus be associated a definite number of values of du/dx,

the same for each value o? x; it is easy to shew also that about every

value Xq of x the associated values of du/dx are expressible by series of

integral powers of a root of x — Xq, the number of negative powers, if any,

being finite, there being only a finite number of values x^ for which negative

powers enter ; it being understood that for Xq infinite the quantity x — Xq

means x~'^. When this is shewn it will follow that du/dx satisfies an algebraic

equation whose coefficients are rational in x, the order of the equation being

the number of values of du/dx associated with any value of x. To shew this,

we remark that, first, about any ordinary point (7,6<"') of F, for which x = Xq,

we have u — u^"^ and ^' — a^o each expressible by a single power series in a

parameter t, and hence du/dx expressible by power series in a certain root of

X — Xq, while, second, about a limiting point (w-"') of F, for which x = Xq

(including Xq infinite), we have u — w<*" expressible by a finite number of

power series in a parameter, and, corresponding to each of these, x — x^

expressible by a single power series in the same parameter. If

{du/dx\, {du/dx).2, ...

be the values of du/dx corresponding to any value of x, the algebraic equation

is F {y, X, Xi, ..., X,i) = where, with unassigned a, the function

F{a;x,\, ...,\n)
is the product

/du\ /dii\

\dxJij |_ WaJ '

and is a rational polynomial in \i, ..., X^.

If now F{y, x,^, ... , X,^) is capable of being written as a product of factors

each rational in x and y, let f{y,x,\, ..., X,^) be such a factor, itself

irreducible in this sense. The equation f(y,x,\i, .,., X„) = thus defines a

regard to the periods, is finite and independent of |. It appears that a closed one-fold (or curve)

can be put about the (2?i-2)-fold /=|, and that the increment of log(/-^) along this closed

one-fold is independent of f ; but this requires explanations into which we cannot now enter.

0-- I-
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monogenic algebraic construct ; to each value of x this construct associates

values of Wi, ..., u^-, expressed, since differentiation in regard to X^ gives

dx dy d\s '

by the equations

these are therefore integrals of the first kind upon the algebraic construct

;

each is expressible for the neighbourhood of any value of a? by a power series

in a parameter t, and this parameter may be taken to be that employed

upon the construct T ; all the power series expressing Ug upon the algebraic

construct may be regarded as analytic continuations of one of them, this being

a known property for a monogenic algebraic construct. The construct F is

however monogenic, all the power series for Us upon T being similarly

analytic continuations of one of them ; it follows therefore that the values

of Us arising for the algebraic construct are the same as those arising for F,

and hence that the algebraic function F(y, x, Xj, ...,\n), if not irreducible,

is a power of the irreducible function f{y,x,\, ...,A,^). In the latter case,

if F(y, X, Xi, ..., A„) be the kth power of f{y, x, \,..., \n), there would

correspond to every point of the fundamental region of F one point of the

algebraic construct, but to every point of the algebraic construct would

correspond k places of the fundamental region of F, the values of y or dujdx

being the same at these k places.

This however, holding for an arbitrary value of x and undetermined

values of X^, ...,Xn, would involve the existence of k sets of n constants,

°^t,h, • , ^n,h, for h — 1,2, ... ,k, not necessarily different sets, such that if

(ui, ...,Un) be a point of the fundamental region of F, so also is

while as x is the same at the k places, also

/(«! + «], 71, ..., ^''n + <^n, h) =f(Uu , Un);

the original n functions
(f)^, ... ,(f)n (p. 205) would therefore have the periods

ot^i.h,-" ,<x.n,h, and therefore so would the original function (wj, ..., w„). We
have however assumed at the outset that in speaking of the periods we were

speaking of primitive periods of this function (p. 203). Thus oti.^, ... , a^.^

would be sums of integral multiples of the original periods ; this however is

contrary to the definition of the fundamental region of F, which is so con-

structed that no portion of it is a repetition, obtained by addition of the

periods, of any other portion. It follows then that the function

F{y,x,X^,...,X,,)



ART. 62] the first Idnd on the algebraic construct. 223

is irreducible, and there is a definite one to one correspondence of the points

of the algebraic construct with the points of the fundamental region of F.

63. To investigate this correspondence in more detail, we proceed as

follows. Let the class of the algebraic construct f(y, as,\i, ...,\n)=0 hep;

we have seen (p. 207) that upon T the integrals Wj, ...,Un are not connected

by any equation CjUi + ... + CnUn = 0, in which Cj, ... ,c,i are constants; they

are therefore linearly independent upon the algebraic construct, and p^ n.

Denoting normal integrals of the first kind upon the algebraic construct

f{y, a),\i, ..., \n) = by Fi, . .
.

, Fp, we thus have equations

Mr = c,.,iFi+... +Cr,pVp, {r = 1, . .. , u);

now without alteration of x and y we can assign to Fj, ... , F^ values obtained

by adding to them the respective elements of any one of 2p systems of

constants, namely the periods ; for F^ these constants belonging to the

2p systems are

(l)al. (l)a-2,..., (l)ap, Tai , . • . , T„^,

,

{a=l,...,p),

where (1X^ = unless a = /3, while (!)„„ = 1; let flr^a, ^'r,a be the corre-

sponding system of increments for u.r, so that

and we have

U,. = XI,., 1 Fi + . . . + ^r,pVp , ^'r, a = ^r, i Tj, a + - • • + i^r,p ^p, a ;

these equations we shall denote by

where 11, 11' denote matrices of type (n, p), and t the symmetrical matrix, of

type {p,p), belonging to the periods of the normal integrals Fj, ... , F^ on the

algebraic construct f{y,x, Xi, ... ,X,i). (Cf. p. 12 preceding.) Tf then Hq, To,

Ho' denote the matrices whose elements are the conjugate complexes of those

of O, T, fl', and, as before, H denotes the matrix obtained from H by transposing

rows and columns, etc., we have

ri'

=

tII, o n' = HtH = n'o, ri'iio - nn,' = n{T- r,) n,
;

thus nil' is a symmetrical matrix, or

= ii'n - Oil' = (n, o') /o, --i\ /n\ = neoprT,

where 11 denotes the matrix of type {n, 2p) represented by (fl, XI'), and

e^p is a matrix of type {2p, 2p) whose elements are all zero except the

elements of position (a, a + p), for a = l, 2, ...,p, each of which is -1, and

the elements (a-1-^, a), each of which is + 1. Also, if x, or (a;*^', ..., a;'"*),

be a row of n arbitrary quantities, and «„ the row of n conjugate complex
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quantities, and z = fix, so that, as H is of type (p, n), the row ^ is of ^
quantities, such as

and Za is a period for x-^Ui + . . . + anUn, and if we put r = p + i<T, Tq = p — ia, then

— iHezp TIqXqX = — i (O'l^o — VLH^) XqX = — t fl (t — T^fl^x^x

= — i{r — To) -S'o^ - — i (2icr) z^z = ^az^z
;

we know however (p. 7) that if nj, ..., «p be any real quantities the real

part of Wif, namely — aii?, is necessarily negative and greater than zero.

Hence, for an arbitrary row x of n quantities, not all zero, we have, beside

the identity neg^n = 0, obtained above, the inequality

— iHeH^po^o^ > 0.

Since the acquisition by u^, ...,Un respectively of the increments

corresponds to a circuit by {x, y) on the algebraic construct, it will corre-

spond to a path on F of a kind that leads again to the same values of x and y
as at the starting point, and this for values of x which are arbitrary. We
have shewn above that the end point of such a path is obtained from the

initial point by addition of a set of periods to the arguments Ui,...,Un. If

then the original periods associated with Ur (p. 204) be denoted by ot^.s, for

r = 1, ... ,n and s = l, ...,{2n), we have equations of the form

wherein Jig^a is an integer, the general element of a matrix of type (2n, 2p)

which we shall denote by h; the equation may then be written in the form

We then have

= ne22jn = srhe^ph^ = tstM'^,

where M, =he2ph, is a skew symmetrical matrix of integers of type (2n,2n);

and

< - iIie2pTlxQX = — i'Ts-hczph'^XoX = — I'^M^qXoX.

If each of the 2n quantities ^x be written in the form %. + 1^.,, where rj^, ^^

are real, so that we may write ^x = 77 + i^, the last inequality is

< - iM(7) - i^iv + iO = - i^ivV + K'Q- i^V + ivO,

where, since M is skew symmetrical, MrjT) = = M^^, and M^t] = - Mrj^;

thus we have

0<M'n^,

and it is impossible to choose the n arbitrary quantities x so that the 2n

quantities Mrj are all zero, except of course by taking x = Q\ if -sr = a + z/3, so
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that a is the matrix whose elements are the real parts of the elements of

the matrix ot, and ^ the matrix constituted by the imaginary parts, while

X = y -\- iz, so that y is the set i'ormed by the n real parts of the elements x,

and z that formed by the imaginary parts, we have

7; + i^ = 5a; = (a + i^) {y + iz), 7j = a.y-'^z = (a, ^){y, - z)
;

it is thus impossible to choose the 2n quantities y, z so that

M{a,^){y,-z) = 0;

hence the matrices M and (a, y9) have each a determinant which does not

vanish. The latter determinant is that of the matrix f 1 and, therefore,

that of the determinant
( ^); thus in w not every determinant of /i rows

and columns can be zero (cf. p. 204 above); the matrix M is he^ph, where h is

of type {In, 2p), and n'^p; the determinant of M is thus expressible as

a sum of products of determinants of type (2w, 2n) formed from h; we thus

infer that in h not every determinant of type (2n, 2n) can be zero.

Now take matrices of integers, g of type (2n, 2n) and m of type (2p, 2p),

each of determinant unity (see Appendix to Part II. Note I.), such that the

matrix, of type (2??, 2p), ghm, has the form

ghm= / Ci, 0, 0, . .\,=c, say;

0, c„ 0, .

0, 0, C3, .

this equation enables us to express any determinant of type (2n, 2n) from

the matrix A as a sum of products of determinants from g~^, c and m"^; if any

one of Ci, C2, Cs,...,C2n were zero, every determinant of c of type {2n,2n)

would be zero and hence every determinant of h of this type, contrary to

what is proved above. Now define the matrix zt' of type (n, 2n) by means

of 'U7 = TJj'g, so that 11, which is equal to -srA, is equal to iff'cmr^; as the last

2p — 2n columns of c consist of zeros, so also do the last 2p — 2n columns of

ot'c, and therefore the last 2p — 2n rows of the square matrix m~^ do not

come into consideration here ; let tn-/ denote the first 2n columns of ct'c
;

thus ot/ is of type (n, 2n) and consists of the columns of ot' multiplied

respectively by Ci, Cg, C3, ....Can; further let the matrix of type (2n, 2p) con-

stituted by the first 2n rows of mr^ be called A;; it is unitary in the sense

that its determinants of type {2n, 2n) have unity for their highest common

factor; then we have

n = 'u^'c'm~^ — (ot/, 0) ^k\ = 'UTi'k.

When h is itself unitary we have ghm = (1, 0) and gh = k, g = 1, k = h.

B. 15
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AlsO; if/ be any matrix of type (2w, 2w), we have

nw = «, 0), hn = {\,n,^), fkm = (f,0),

where law denotes a matrix of type (2w, 2n) having unities in tlie diagonal,

the other elements being zero, and 0, in the first equation denotes a matrix

of type (n, 2p - 2n) with zero elements, in the last two equations denotes a

matrix of type (2n, 2p — 2/i) with zero elements. Thus fk cannot consist

of integers unless / do so.

Now consider more particularly the correspondence between the construct

r and the algebraic construct defined by the equation /(i/,^, Xj, ,.., A,,i) = 0.

Any two points (u), (u) of V for which

Ur -ilr = '^r,l^^l + •' +'^r,2nN2n, (r = I, . . . ,7l),

wherein JSf-i, ...,Non are integers independent of r, correspond, in virtue of the

equations x=f(u), y = \duijd£c+ ... +\ndun/dw, to the same point of the

algebraic construct ; a path on F from (u) to (%') corresponds to a closed

circuit on the Riemann surface representing the algebraic construct ; thus

where t^, ...,t^pi^ 2^, row of integers independent of r ; denoting this by

u' - u = nt

we have, in virtue of 11 = sr/A;, the equation u'—u=-aTikt or say u —u = -u7-[ a,

where cr = Z:;i is a row of 2n integers; this is the same as

The periods ot', equal to -ar^"^, where \g\ =l,are equivalent with the periods tn-,

the angular points of the period cells associated with them as on p. 204 being

the same, save for order, as the angular points of the cells associated with the

periods -sr; the period cells associated with the periods ot/ have not the

same angular points, but only some of them, the first column of these periods

being c^ times the first column of the periods t^', and so on. If (i<,.) be a

point of the construct V, and we consider the points of space

{Ur), {Ur + -uy'r, i), (w,. + 2ot',., i), {Uy + 3otV, i), • • •

,

the formula {A) above shews that the first of these after {u^) which can lie on

r is {uy + CiotV,!), and similarly for the periods ^'r,i, ^'r.sj • • • j '^V,2«,; conversely,

as is shewn by the formula ITm = (ot/, 0), obtained above, the periods -nr/

necessarily correspond to circuits on the Riemann surface. In other words

the construct V is not periodic with the periods ot or ot', but only with the

periods ot/, of which the s-th column is obtained by multiplying the 5-th

column of w' by Cs\ and the algebraic construct given hy f{y, x,Xi, ..., X^) =
corresponds to a part of the construct V extending within CiCg ... c^n of the

period cells associated with the periods sr'. The extent of F may thus be

divided into regions, each lying within as many of these cells, each region

having a one to one correspondence with the algebraic construct : if (cc) be
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a place of the algebraic construct, there is no place (x) of it for which the

equations

u/' * = iVi 37V, 1 + . . . + N'M-^'r, 2,1

,

(r = 1 , . .
.

, n),

are all satisfied, u/''^ denoting the difference of the values of Ur at (w) and

(x), and iVi, .,., iV^an denoting integers independent of ?% unless these integers

are respectively integer multiples of the integers c,, Cg, ...,C2n-

Now (as in Appendix to Part II. Note II.) let a matrix of integers f, of

type {2n, 2n), be taken so that

where, if (1),^ denote the unit matrix of order m,

'0
, -au , ^/o , -(IV

k is the matrix of integers previously used, of type (2w, 2p), and r is

a positive integer, taken as small as possible; then, defining two matrices

(/t, /*'), each of type {n, n), by the equation tn-/ = (yu,, yu.')/, we have (p. 224)

= Ue^p n = sTike.pk^i = (fi, ix')fkeipkfi~\ = r (/i, yu,') egr^ {—,

and similarly, x being a row of n arbitrary quantities,

< — iUe^p IIo^o*' = ~ ^'>'
if^' f^o ~ /^1^0)^0^ — ~ *"'' (/i'^'

. yito^o ~ /"'•''^ • /"-o'^oX

An incidental consequence of the last inequality is that the determinant of

the matrix fi is not zero, since otherwise we could choose x to make both

Jlx and P-oXq vanish*.

We can then put
o" = /i^^ytt',

and obtain, if y = jUx, = 77 + i^, say, and cr = o-j + *o"2

,

= Vfi (a — a) ji, giving a — a,

so that the matrix o-, of type {n,n), is symmetrical, together with

0<-ir (aytjo - (^oV^y) ^ ^ra-^ (v"' + ^%

* More generally if J, of the form ( a ^ \~i, be any matrix of integers of type {2n, 2n), such

U' ^' /
that Je2n'^=e^^^, namely the matrix of a so-called linear transformation of order n, and we put

J^ —J/c \ , where c is any constant, the equation

voi;
fke^pkf^re^n

involves JJke^pkfJ^= cre^,„

and we can, in the text, use J^f instead of /; putting then Wi={v, v')J-^f, or {fi, n') = {v, v')Ji,

where v, v' are each matrices of type (/i, n), it follows that |i'| is not zero ; this is the same as that

fj-a + c/j-'a'
I

is not zero. In particular, by J~^— €^n, the determinant of fi' is not zero.

15—2
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which shews that if qi,...,qn be any n real quantities, the real part of the

quadratic form iaq^ is necessarily negative. We can hence define a theta

function

© (v, cr) = S exp. {2iriv)i + iTra-if).

n= -00

Consider the change of the function @(^~^m, cr) when the arguments

w-i,..., Un are respectively incrensed by the n quantities expressed by Ht,

where t denotes a row of 2p integers : these are the increments corresponding

to any closed circuit on the Riemann surface associated with the equation

Since II = 'OTj'k = (iu,,ijf)fk, the arguments /i~4t will be increased respectively

by the elements expressed by

^-^
(fi, fi,')fkt = (1, a)fkt = {1,ct) (I, l') = l + aV,

where (I, l'),=fkt, is a set of 2n integers; the function ®{nrhi,(T) will

thus be multiplied by

exp. [— liriV {/jirhi + ^(tI')].

It is thus possible, with this theta function, to form single valued functions

of Ui, ... , Un, of meromorphic character, which are unaltered by any circuit on

the Riemann surface associated with the equation f {y, x,\, ..., \n) = 0, and

are therefore, since t(i, ..., Un are integrals of the first kind on this surface,

expressible as rational functions of x and y. These functions, which we may
denote by y^r (u, 11), have not the periods ot' ; but then, neither has the

construct F: to a point (ui, ...,Ur) of F correspond ca ... Ca,^ points of

space congruent thereto in regard to the periods -sr', namely those for

which iir is replaced by

Ur + 7i'OT >•, 1 + • • • + 72n'^ r, 2n,

where 71 = 0, 1, ...,Ci-l; 72=0, 1, ...,C2- 1; ...
; 72,1=0, 1, ...,C2n- 1, and

of these, as we have shewn, only one, namely (wj, ...,w„), lies on the construct

F; since the complete construct G has the periods ot' these CiC2..'C^i places

are upon as many monogenic portions of G. The functions yfr{u, II) have the

periods properly belonging to the construct F : it is our aim in what follows

clearly to establish that the function <^ (u), and in general all single valued

functions of meromorphic character with the periods ur, can be rationally

expressed in terms of a finite number of functions 'yjr(u, 11).



CHAPTER VIII.

DEFECTIVE INTEGRALS,

64. In the preceding chapter it has been shewn that the most general

periodic function, of meromorphic character, leads to the consideration of a

Riemann surface upon which, among the existing p linearly independent

integrals of the first kind, are found n integrals, with n less than p or equal

to p, whose 2p periods are expressible linearly in terms of only In quantities.

With a view to throwing some light on the general question vve consider in

this chapter some general theorems for such a case, and some particular

examples ; it will be found that the result arrived at in the last chapter

offers some peculiarities.

Suppose then u^, ..., u^ to be linearly independent integrals of the first

kind upon a Riemann surface, upon which there are in all p such integrals,

and n^p; let the 2p periods, or additive constants of indeterminateness,

fort*,., upon the Riemann surface, be denoted by !!,._ a, for r=l, ..., ?i and

a=l, ..., {2p), and the matrix of type {n, 2p) formed by these quantities

be called 11 ; suppose that we have equations

wherein hs,a are integers, and ^r,s are other constants; so that if ot denote

the matrix of type {n, 2n) formed by the quantities sr^^g and h denote the

matrix of integers of type (2n, 2p) whose elements are hg^ „, we may write

It can then be proved, just as in the last chapter (p. 224), that otMct = and

— mMOTo^^oa; > 0, where x is any set of n quantities not all zero, and M, = he^ph,

is a skew symmetrical matrix of integers of type (2n, 2w). And thence as

before that not every determinant of type {2n, 2n) in h is zero.

We may then, also as before, find two square matrices of integers g, m, each

of determinant unity, the former of type {2n,2n), the latter of type {2p, 2p), such

that ghm, of type (2n, 2p), consists of zeros save in the places (1, 1) (2, 2), ...

,

(2n, 2n) where are found positive integers Ci, Cg, . .
.

, c^n, no one of which is zero
;

putting then sr' = urg'^, so that -sr' is a set of quantities equivalent with ot, in
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the sense that either is linearly expressible by the other with integer

coefficients, we have Tim = ot'c = {a, 0), where a is a matrix of type {n, 2n)—
replacing what was denoted in the last chapter by ra-/—and denotes a

matrix of type {n, 2p— 2n) of which each element is zero; thence we have

n = ak,

where ^ is a matrix of integers of type {2n, 2p), in which the common

divisor of determinants of type (2??, 2n) is unity, this being obtained in fact

from m~^ by omitting the last (2p — 2n) rows. Thus, in terms of the periods a,

not only are the periods 11 expressible with integer coefficients, but con-

versely, the formulae being 11 = ak, {a, 0) = Hm. We can then find a matrix

of integers k, of type {2n, 2n) such that

where r is a positive integer, which we take as small as possible; then

defining the matrix (/a, fi) of type {n, 2n) by means of (/a, /i') = a/~^ we can

form a theta function of n variables @ (f^^^u, a), where a = /a~"V'! ^^ being

a consequence of preceding formulae that the determinant of /jl is not zero

;

and when u^, ...,v.n are increased by increments expressed by 11^, where t

is a row of 2n integers, the arguments /jT^u of the theta function are increased

by the n quantities I + aV , where the integers I, V are defined by {I, I) =fkt.

We can thus construct single valued meromorphic functions of n variables

Wi, ...,Wn which have the periods a, or, what is the same thing, the periods IT
;

denote such a function in general by -v/r (tu, a). Replacing tu^, ..., Wn by the

integrals u^, ..., u^, regarded as functions of a place (w) on the Riemann

surface, such a function, being single valued on the undissected Riemann sur-

face, is a rational function of(x); but we may more generally substitute

Wr = li/'i'^' + . . . + M,.*'".^™, {r = l, ..., n),

m being arbitrary, and the function y^{w,a) is then a rational function of

the 2m places {x^), ..., (x^n), (^i), • • • , (^m)-

In the case arrived at in the last chapter the equation _/(«, y,\, ..., X,i) = 0,

associated with the Riemann surface, is satisfied by x=f(w), 2/ = %(w)
where f(^v), %(w;) are single valued meromorphic functions of n variables

Wi, ..., Wn, these variables being connected by (n — l) relations of the form

Fjc{w) = 0, where Fk{w) are also single valued meromorphic functions. All

these meromorphic functions have 2n sets of simultaneous periods, namely those

denoted above by ot', the jjeriods of any one of these sets, say the s-th, being

( — jth of the elements of the s-th set of periods a. Such a function may be

denoted by -v/r (w, -aj') ; it manifestly has the periods IT, or the periods a, and if

Wi, ..., Wn be replaced by the values at the point (x) of the Riemann surface

of the integrals of the first kind Ui, ..., w„, the function becomes a rational
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function on the Rieraann surface ; and we saw that if Ui, ...,Un be the values

at a point (x) of the integrals of the first kind, the arguments

N N N
'Wi = Ui-\ «],«, ^V., = U.-] tto.s. •-, Wn = Un-\ Cbn,s,

Cg Cg Cg

wherein iV is an integer, for which the function ^/^(w, ot') has the same value

as for Wi = Ui, ...,Wn = Un, do not arise on the Riemann surface unless N is an

integral multiple of Cg.

In general for a Riemann surface having p integrals of the first kind, of

which n integrals form a defective system, if, with the notation explained

above, '\jr{iv, a) be a single valued meromorphic function, and Ui, ..., Un be

the defective integrals regarded as functions of the place (x) of the surface,

the function ^/^(it, a) is a rational function, as remarked. Taking two such

rational functions ^ = '^1 {u, a), rj = -v^y {u, a), it may be possible to choose

these so that at the places where f has some one value, the corresponding

values of ij are all different : in that case x and y are expressible as rational

functions of | and 77, which are themselves connected by a rational equation

;

the values u^, ..., tin, being functions of one place (x), are connected by

(n — 1) relations, and, subject to these, the equation associated with the

Riemann surface can be solved by single valued meromorphic functions of n

variables. Or it may be that -yjri, -yjr^ cannot be so chosen : then the values

of 7) corresponding to a given value of ^ are each repeated a certain number

say X times, and the rational algebraic equation giving all the values of rj

corresponding to any value of f reduces to the A,-th power of an irreducible

equation ; then each of x and y satisfies an algebraic equation of order X, the

coefficients of which are rational in f and i] and are thus single valued

meromorphic functions. This latter case always arises when n = l, p>l,
that is when there is a single integral of the first kind whose periods are

expressible by only two quantities ; for every algebraic equation connecting

single valued meromorphic doubly periodic functions has p = 1 : thus, if for

an algebraic equation f{x, y) = there be an integral of the first kind whose

periods reduce to two, both x and y are roots of algebraic equations whose

coefficients are rational in two quantities f, 77 connected by an equation of

the form rj'^ = 4p — ^2^ — 9-i ',
the defective integral can then be algebraically

transformed to have the form, Jd^/7), of an elliptic integral. In the general

case of ?i > 1 and p > n, it is not to be assumed that the defective integrals

Ui, ..., Un are algebraically transformable to the forms appropriate for

integrals of the first kind upon any single Riemann surface of class

(deficiency) n : when x and y are rationally expressible by f = '»/^i (u),

rj = \lr.2 (u), the rational relation connecting ^ and rj has, it is well known,

the same number of linearly independent integrals of the first kind as

the original algebraic relation connecting x and y, and when x and y

are merely algebraic functions of ^ and 17, it is by no means obvious that
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the algebraic relation connecting ^ and 77 is capable of only n integrals

of the first kind.

65. In the general case of n defective integrals of the first kind upon a

Riemann surface possessing p integrals of the first kind we shall define two

numbers, which arise in stating following general theorems :

(a) The Index r, which has already occurred in the formula

this number being given its smallest positive value. As follows from

Appendix to Part II., Note II., below, r is the first invariant factor of the

skew symmetrical matrix N of type {'2n, 2n) defined by iV^ = ke2pk, namely is

the determinant of N divided by the highest common factor of all deter-

minants of iV of type (2n —l,2n — l). It is easy to prove that if the matrix II

be reduced in any way to the form a'k', where k' is a matrix of integers of

type (2w, 2/)) whose determinants of type (2??, 2n) have unity for their

highest common factor, then the corresponding value of the index r', namely

the first invariant factor of the matrix N' = k'e^pk', is equal to r. For first,

we have, as on p. 224, not only aNa = 0, but also — iaNa^x^fiO ; from the

latter we can infer as before that the determinant
|

iV
|

is not zero and that

the determinant of type {2n, 2n) formed by the real and imaginary parts of a

is not zero. Similarly for N' and a. It is a well known fact (proved in

the Appendix, as above) that k, k' may be regarded as the first 2n rows

of unitary matrices of integers of type {2p, 2p); thence the equation

JJ = ak = a'k' gives {a, 0)H = (a', 0) H', where denotes a matrix of zeros

of type (2n, 2p — 2n), and H, H' are such unitary matrices. Thus we have

(a, 0) = {a, 0)H'II~^, and thus a. = a'G, where G is a. matrix of integers of

type {2n, 2n) ; similarly a' = aG' ; thus a = aG'G ; hence if A be the matrix

of type {2n, 2w) formed by the real and imaginary parts of a, we have

A (G'G —1) = 0, and therefore, as |^4
|

is not zero, G'G = 1. This shews that

each of G, G' is a unitary matrix. Then ak = a'k' = aG'k' similarly gives

k=-G'k' and therefore N=G'N'G'; the invariant factors of G'N'G' are however

the same as those of N'.

(b) If for every n places (xj), ..., (^,1) upon the Riemann surface there

be <r — 1 other sets each of n places, (^/), •
, (^n), not entirely coinciding

with the set (x^), ..., (Xn), such that the w equations

•M/i'> *' + u/'^'' ^2 + . . . + u/"' ^" = 0, (mod. n) {r = l,...,n)

are all satisfied, we call a the Multiplicity. It is understood that permutation

of the places of a set among themselves is not counted as altering the set.

66. Consider now the theta function @ {/uT'w, a), where 11 = ak, the

matrix k of type (2n, 2p) being unitary in the sense that its minor deter-

minants of type (2w, 2n) are coprime, fkej^f= re.,n, we put a = {/j,, /*')/ and
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a = fjT^lx, and Wi denotes ui — ei, the integrals u^, ..., Un being regarded as

functions of the place {x) of the Riemann surface and ei, ..., e,i being constants.

We proceed to prove that this function has nr zeros upon the Riemann

surface. When the arguments u are increased by 11^, where t denotes a set

of 'Ip integers, the arguments v = [jrhi are increased by Z + o"^' where

I, V each denotes a set of n integers given by (l,V)=fkt, and the function

log (h) is increased by — 27Til' {v + ^crl'). Upon the Riemann surface dissected

along the 2p canonical period loops (a^), (a'p) the function is single

valued and capable of expansion about every point as a power series in

the parameter for this point; the number of its zeros is thus given by the

intesral

^ih^'^ @

taken once positively round the edges of the period loops. In passing from

the right to the left side of the period loop (a^), the increments 11^ of the

functions u are given by taking every element of t zero except tfs = l; similarly

for the passage over (a'^) we have every element of t zero save tp+^ = 1
;

we put

fk = fH K\
\H' K'J

wherein each of H, K, H', K' is a matrix of integers of type (??, p) ;
then for

the passage across (o^) the increments of the arguments /x~'w are I + al'

where

and the corresponding values for the period loop (a^) are

h = Ki^ p, I i
= K

{^ p ;

the contribution to the integral above arising from the two sides of the loop

(a^) is thus

- 2 / H'i^ p {/jL-\ jdui+ ... + fjr\ ndun)
i J

taken once along the positive side of (a^), namely is

— ^H'i^ p if^~^i, iTI], p+p + . . . + fJ'~\ n^n, p+p),
i

which, as jjt^U = (1, a)fk = {H + aH'. K + o-K'), is the same as

i

or -[H'{K + aK')]p,p',

the contribution from the two sides of the loop (a'^) will similarly be

+ ^K'i, {/Ji-\ ,Ui^p+ ... + fl-\ Jin, fd,

or

'

[K'(H+aH')y,p;
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thus, as (H'aK')fi^ ^ = (K'aH')p^ ^ = (K'aH')^^ p, the whole integral is

/3 = 1

which is 11 {K'i, pHi, p -H\ pKi, p),

n _
or t{K'H-H'K\i-

i= 1

we have however /H K\ €.2p fff ^'\^ f^m,

\H' K') \K K'I

or (KH-HK^ KH' ~ HK^\=r fO - V
[k'H-H'K K'H'-H'K') U 0,

so that K'H-KH = r.

Hence the number of places {x) on the Riemann surface for which the

function @ [yu,~^ {u — e), a] vanishes, is nr.

In case n = p we have ^ = 1, /= 1, r = 1 and the number of zeros is p ;

the above is a very obvious generalisation of the method, due to Riemann,

whereby this number p is found in the ordinary case. We proceed to

employ Riemann's method further to find a relation connecting the values of

the integrals u at the rn zeros, which generalises the corresponding ordinary

relation.

Use the same notation as before, w;, = Ui — ei, Vi = {/jr^w)i, let (xj), ..., (ocm)

be the rn zeros of @ (v, a), and let U be any integral of the first kind.

Suppose the function log © rendered single valued by means of a series of

loops round the zeros, these being connected with the period loops. Round

the zero-loops the integral

rn,

is equal to - 2 U^'J' <>,

where (c)is the initial point of all these loops—which we suppose* to be also

upon all the period loops ; this value is equal to the value of the integral

taken round all the period loops. For the period loop (a^) the increment of

jr—. log @ is

Mp - vV - yi'\

where M^ is a certain integer and

I'i = H i^ p,

and the contribution to the integral arising from the two sides of (a^) is

/'{Mp-vV -\al'')dV,

* A diagram of such a dissection is given for example in the author's AheVs Theorem, p. 395.
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taken once along the positive side of (a^) ; this may be i-egarded as the sum
of three parts

JMpdU, jel'dU, - jifi-hi . I' + yi'^)dU,

where e = fjr^e ; if Xl^, H'^ are the periods of U for the period loops (a^), (a'^),

the second part, containing e^, ..., e^ explicitly, is equal to

n

similarly for the loop (a^) we have a part containing e^, ..., en explicitly,

which is equal to
11

If in particular U is the integral Uq, then (Q, fl') consists of the ^-th row

of n, or ak, = (fjb, fJi)fk, = (f^H + jmH'
,
/u-K + fi'K') ; then the part containing

©1, ..., e,i explicitly, from the whole integral round the 2j3-period loops, is

S 6, I [H\p (f^K + ijl'KX^ - 7i ',- p (/xiT + y^H'\ ^\

n
or 2e,: [(/.if + i^K')E' - {y.E + fi!H')K\ ,,

i= l

or {[fx{KH'-HK')+/x'(K'H'-H'K')]e}q;

we have however

KH'-HK=-r, K'H' -H'K' = 0,

so that this reduces to

-r{fie)q,=--req.

The parts such as JM^dU give altogether

If we take another set of values for ei, ..., en, the remaining parts of the

whole integral, built up from contributions of the form

-\{tX-\l.l' + ^<Tl'^)dU,

will be unaffected. On the whole then we can infer that if (mj), for
j' = 1, ..., (rn), be the zeros of the function

(/a-1m^' '**, 0-)

where (m) is an arbitrary place of the Riemann surface, and (wj) the zeros of

the function

[fjr' (u'^' "^ - e), a],

rn

then X Uq^J' "^J^rcq, {q = l,2, ..., n),
.7 = 1
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where the sign = indicates the omission of a linear aggregate of periods of

the function it^-^'"* with integral coefficients which are the same for all

values of q.

For the case n = p, giving r=l, this becomes a well known equation;

in that case the congruences

S Uq''^'
'"^- = eq

suffice to determine the set (xj) without ambiguity, and we can infer that the

function

@ {yu,-i (it*''" - it*""*' - ... - M^V™?), a}

has the places (x^), ..., (xp) for zeros. But when n<p we may have n

equations of the form

as will be seen. Thus, though the rn zeros are, of course, determined by

Bi, ..., Cn, the n equations
rn

2 Uq^^' '^' = req

are not, by themselves, sufficient to determine these zeros.

67. The question naturally arises of the relation of the theta function

of n variables just discussed to the theta function, ®(V,t), of p variables,

associated with the Riemann surface. We proceed to shew that there is a

theta function of p variables, obtained by a transformation of order r, which

contains as a factor the theta function of n variables.

The most general set of periods for a normal integral V\ being of

the form

ttA.M + TA,ia'i,;.+ TA,2a2,M+ ••• +rK,pa.'p,^, {fi=l,2, ...,{2p)),

wherein O),^^, a'^,^ are integers, consider a matrix of periods for the normal

integrals F,, ..., F^, of type (p, 2p), given by

(a + ra', /3 + t/3'),

or say (1, r) A,

where A = / a , /3fa, /8\

is a matrix of integers ; take, correspondingly, such a set of linear functions

Wi, ..., Wp of Fi, ..., Vp that for Wi, ..., Wp, which are also integrals of the

first kind, the period scheme reduces to the form (1,t'); that is, take

W=(a + ra'y^ V, (a + ra) t'=^ + t/3';

in taking these it is provisionally assumed that the matrix a + ra' is of non-

vanishing determinant. The matrix r is symmetrical, so that we have

(l,T)e,^/l\=0;
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in order that r may be symmetrical we must similarly have

(l,T')6,p/l\=0;

now if P = a + ra!
, Q = ^ + t/3', we have (1 , t') = P~^ (1, r) A ; thus we require

We assume then that the matrix A satisfies the equation

Aea^A = i^e.p,

where r is a positive integer ; we can then at once prove that the determi-

nant of a + TO.' is not zero, that r' is symmetrical and not of zero determinant,

and that the real part of the quadratic form ir'k^, where A; is a row of p real

quantities not all zero, is necessarily negative. The relation Aeg^A = reg^ is

equivalent with A~^ e^p
^~'^ = - e^n and therefore with Ae2pA = re2^.

For let 2/ be a row of p quantities, not all zero, y^ the row of conjugate

complex quantities, _
P = a+ Ta', Q = ;8 + T/3'and^=/P\y = (Py, Q2/),

a set of 2p quantities ; we have, since r is positive, (cf. p. 224)

Q<-ir{r-To)yoy
= - ir{l, T)e,p n\y,y = - t"(l, r) Ae^^A n\y<^y

= - i(P, Q) e^p /F,\ yoy = - 'i€2pZo^ = - i^2p(Poyo, Qoyo) (Py, Qy)

_[Qo)_

= - i (Poyo .Qy-Py. Qoyo) ;

this shews that the set y cannot be chosen, other than all zero, to make

Py = 0, Poyo', thus the determinant of P is not zero; nor, similarly, is the

determinant of Q, and the equation Pr' = Q determines t, and |t'| ^ 0.

Further
(l,T)e,^l^ =

gives at once, since (1, t') = P~^il, r) A,

(l,T')e,^/l\ = 0,

so that t' is symmetrical ; and similarly from

-i{l,r)62pn\yoy>0,

since

-i{l,T')e,pfl\yoy = -iP-'{l,T)Ae,pAfl\P,-'yoy = -iril,T)€,pfl\tot,n\yoy = -iP-'{i,T)i^e,p/^n\

To
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where t = P^^y, we see that the real part of irk"^ is negative, and not zero,

for all real values o{ k^,...,kp for which these are not all zero.

Now it is a known property that a matrix of integers A satisfying the

relation ^e^pli^re^p can be constructed when the first n columns, and the

(^ + l)th to the (^+?i)th columns only are given, provided that, of the

relations expressed by Aea^A = rfg^, all which contain only the elements of

the given 2?i columns are satisfied. (Frobenius, Crelle, Lxxxix. (1880), p. 40,

or the author's Abel's Theorem, p. 676.)

Consider then a matrix in which the first n columns and the (p + l)th to

the (p + n)th columns are given respectively by

(_|,)and(-f),

where H, K etc. are the matrices of integers occurring in the previous article

(p. 233), and

n=(0,ll') = (/t,/u')//r, K
\H', K'.

so that we may write

.a!, fi'j K-H', ..., H,

the equation AegpA = re^p is equivalent with

aa' - a a = 0, ySyS' - y8'/3 = 0, a/5 ' - a'/5 = /8'a - y^a' = r,

and of these, the relations containing only the elements of the first n and

the (p+ l)th to (p + n)th columns of A are

K'S'-H'K' = 0, KH-HK=0, K'H - H'K= HK' - KH' = r,

which we know to be satisfied (p. 234) ; the matrix A can then be constructed

as prescribed.

If Vi, ..., Fpbe the normal integrals on the Riemann surface, we have, as

before, (p. 223)

M = nF= iixH + ixH') F, n' = Ht = i^K + fi'K',

and hence, with a = /jt^/ju,

K+<TK'={H + aH')r,

or {K'-TS')a=-K + TH;

now the first n columns of the matrix a+ to.' form the matrix K' — tH', and

the first n columns of the matrix /3 + t/3' form the matrix —K+tH; thus

if we write

a + ra' = {K'-TH',R), ^ + t/3' = (- K + tH, S), r' = /r,\ r,'

\r.2 , To
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where R, S are of type (p, p — n) and t/ of type {n,n), the comparison of the

first n columns of the matrices on the two sides of the equation

(a -f to!) t' = ^ + t/3',

leads to (K' - tH')W -t Rr,'= - R + tH
;

thus, as (K' — rH')a = — K + rH, we infer t/ = cr, t^ = 0, and the matrix t'

has the form r = fa 0'

U p.

Therefore, if k denote a row of p integers, the quadratic form tIc^ is a sum of

two quadratic forms respectively mk^, ..., kn and kn+i, -..ykp, say

r'k^ = af + pi;\

and the theta function associated with the Riemann surface,

e(?7,T')= i ex^.^iriikU+^r'k'),
k= - CO

is a product of two theta functions respectively of ?i variables and p - n

variables, namely

2 exp. 27ri {tm^ 4 ^af), X exp. 2^ (t'm + ^pt%

where U^^'> denotes the set U^, ..., Un and ?7<-* the set Un+i, ..., Up.

And if Fi, ..., Vp be the normal integrals of the first kind, and u^, ..., u^

the defective integrals, we have

fM-'u = {H+aH')V;

now the p integrals (a + ra')"^ F are the same as -(^' — ra) V; the first

n rows of y3' constitute the matrix H, the first n rows of a' constitute the

matrix — H' ; thus, as the first n rows of r' are (o-, 0), the first n rows of

^' — t'u form the matrix H + aH'; therefore, putting

F = (a + ra')-! F= -(y9' - r'a') F,

the arguments ;u,~^i/ are rW^, rW^, ...,rWn- Thus thefunction of n variables

@ {fJL-^U, cr)

previously considered, is a factor of the function ofp va7'iahles

@(rF, t');

herein W denotes a set of linearly independent integrals of the first kind,

having a period matrix (1,t'); this period matrix does not correspond how-

ever to a canonical dissection of the Riemann surface, but to such a set of

2p loops as gives for the normal integrals Fa period matrix (a+ra', ;8+Ty8');

it is only when r = 1 that a new system of canonical loops can be drawn for
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which the period matrix, for the integrals V, is (a + ra, /S + ryS'). (See for

example the author's Abel's Theorem, Chaps, xviii. and xx.) The theorem that

@ [(y9' - r'a ) V, r']l@[{H+aH')V, a]

is an integral function of Vj, ..., Vp, is manifestly proved when F,,..., F^are

p arbitrary arguments.

It follows at once from the preceding equations that beside the system of

n defective integrals of the first kind, there is upon the Riemann surface,

another system of p — n defective integrals.

For introduce names for the remaining columns of the matrix A, writing

fa, ^\ =
(

(K', Q'), -(K, Q)>

U', 0) \-(H\ P'), (H, P)j

leading to _ _
r(a, ^\-' = f

^''-^\^ /(^\ '
(^^'^

,«', 0) \-a', a) l\P) [q^

Q'.

each of the matrices P, Q, P', Q' being of type (p-n,p). Then the p
integrals rW, given by _

are U^\ + f"" ^\ f^'W^' = (H + <tH'\V,

\\P) lo p)\P')\ [P+pP'J

and consist of the n integrals (H+ aH')V and the (p—n) integrals (P + pP') V.

The period scheme of the integrals rTF is thus

'H+<tH\ (H+aH')ry
,P + pP', (P + pP')T

we have however T'(d + SV) = /3 + /S't,

'a- 0\ {fK'\-fH'\T\=- fK\ + fH\T,
°''

\0 pj WQ'J \P'J ] \QJ \PJ

that is (t{K'-H't)=-K + Ht, p(Q'-P't) = -Q+ Pt,

or (H+ aH')T = K + a-K'

,

{P + pP')r = Q + pQ',

and the period scheme of the integrals 7'W is thus

[p + pP\ Q + pQ'

shewing that the period scheme of the integrals (P + pP) V is

{P + pP', Q + pQ'),

namely that the periods of these integrals are sums of integral multiples

of the 2 (p — n) quantities (l, p). The integrals (P + pP')V thus form a

second defective system ; this we may fairly speak of as complementary to

the former.



ART. 67] The index of the complementary system. 241

We have further

K\ \ e,p /(H, P), ( H', P')\ = re,,
;

Q

q']J \{K,Q), {K',Q')

the left side is found to be

'KH-HK, KP-HQ\, (KH' - HK'
,
KP' - HQ'

m -PK
,
QP -PQJ \QH'_ -PK'_

, QP'_ -PQ'_

'K'H-H'K, K'P-H'Q\, (K'H'-H'K, K'P'-H'Q'

.Q'S-P'K, Q'P-P'Q) KQ'H'-P'K', Q'F -P'Q'

and we can thus infer, beside

H K\6^p/H S^\ = re^n,

H' K'J \K K'J

that also fP Q\ e^p fP P'\ = re^p^^n,

[P' Q'J \Q Q'J

and [H K\e,p fP P'\ = 0.

[h' K'J [Q Q'J

The complementary system of defective integrals is thus, like the original

system, of index r*.

68. We can prove that the function of p variables

© (rW, t), = (s) [(^'- T'a')V, t'] ,

regarded as a function of the place (x) of the Riemann surface, has rp zeros.

We have from (a + ra) t'=/3 + t/3' the equation

(^'-T'a')T=-y8 + T'a,

* It is shewn in the Appendix to Part II., Note I., that we can write the matrix ^ P

the form f F Q \ =fk',

P' Q'J
(P QV
\P' Q' J

where /' is of type {2p - 2n, 2p - 2m), and k' is of type (2p - 2w, 2^) and has unity for the greatest

common divisor of its determinants of order 2p - 2n, and that the most general forms off, k' are

fa, a-'^k', where a is a unitary matrix of type {2p - 2m, 2p - 2n). And, in Note II., that a matrix

/" can be found such that

J keopKJ :=Se2p-2n>

where s is the first invariant factor of k'e^pk'. It follows from Appendix, Note II., that s divides

r, and it appears probable that s= r, but this is not proved here. In the case of the matrix

f H K \the number r was introduced as the first invariant factor ; but in the applications that

\h'K')
have been given of the index it was the equation

f
H K \e^p( H H'\=re^n

\H' K' J \K K' J
that was utilised.

16
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and hence when the normal integrals V increase by I + tV the arguments

(/3' — r'oi')V increase by

{^'-T'dL')l + i-^ + r'd)l',

or ^'l-^r+T'i-a'l + cH'),

or, say k + r'k',

where {k,k')= ( W -^\{l,l')==r^-^{l,l'),= (M N\ (1,1'), say,

[-a' a) W N'j

and the function is multiplied by

exp [- 27ri {rWk' + \r'k'^)\.

Thus, considering the integral

1
..d\og%{rW,r')

round the sides of the 2^ canonical period loops for the integrals F, the con-

tribution from the two sides of the loop (a^) is

-\d{rWk'),

taken once along the positive side of the loop, namely is the value, for 1^ = 1

and {I, V) otherwise zero, of

-IV[(/S'-T«Or]„,,
v=i

or -Im\^{N+t'N\^,

or -[M'{N+t'N')-\^,^,

and the contribution from the two sides of the loop {a^') is

-IdirWk'),

taken once positively along (a^'), namely is the value, for V^ = 1, and {I, V)

otherwise zero, of

lk^(^'-T'a'),,^ = i N\,^{M^-r'M'),^^ = [N'{M-VT'M')]^ ^=[{M+M't')N% p.

The number of zeros is thus

X {MN' - M'N)^ ^ = I (/3 a - a'yS)^ ^,
i3
= l ,3 = 1

which is rp. Of these rp zeros we have shewn that rn belong to the factor

© {^^-'^u, a).

The preceding result becomes easy to understand from another point of

view. We proceed to prove that the function of ^ variables @(rTf, r') is,
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save for an exponential factor, a polynomial of order r in 2^^ functions

Let A denote the matrix

^ = (/3' - aV) 5'

;

the relation Aen^A = re^^ is the same as

l3oL-oi^ ^a-aj8'\ = r/0 - 1\
,

so that J. is a symmetrical matrix ; let 7 denote the p integers forming the

diagonal of the matrix /3a, and 7' the p integers forming the diagonal of /3'a';

let V denote any p arguments
;
put

cI>{V,t) = e—'^^^ © [(yQ' - T'a')F, r'].

We have then, if I, I' be rows of^ arbitrary integers,

<f)(V+l + rV, r) I (f>
(F, r) = exp [- liriH]

,

where H=(^'- r'a') Vk' + \ r'lc!^ +\A{{V+l^- tIJ - V]

,

the integers k, k' being, as before, given by

{k,k')=^f y8', -y8\(U');
V-a', a)

we proceed to shew that save for integers, the addition of which will not

affect the value of e-^'^i-ff^ ^^q have

for in H the terms containing V are

(^' - T'a')Vk' ^ A{1 \- tI')V,

or [{^' - aV) (- a7 + a^) + (/3' - aV) a {I + t/')] F,

or {j3' -CLT'){oL + OLr)l'V,

or, since (a + to.') t = /3 + t/S', t (a + a r) = /8 + /SV,

they are [/S'(a + aV) - a'(yS + ySV)] ^'F,

or rl'V;

and the terms in H, of dimension 2 in I, V , are

or 1t'(- a7 + aO (- ^'l + a^') + i (/3' - aV') a' {I + Tr)^

or - iaV(- a7 + aO Z +W{- « ^ + «0 I'

+ 1 (/S' - aV) a7^ + T (y8' - aV) S^r + ^r (/3' - aV) aVZ'^
,

or i ^'a'P + [i ar a + i (- /3 + ar) aV] V^

+ [- ^ar a' - ^olt'o! + (- yS + ar') a ] ZZ',

16—2
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that is iyS'57^ - /3a7r + [!«/(« 4- aV) - 1/3 (a t + a) + i/8a] Z'^

or, omitting integers, ^^'aP + (^rr + ^/3a) ^'^

which, since li^ = /^ (mod. 2), is equivalent, save for integers, with

^rrl'^ + lyl'-^r^'L

On the whole then, as stated,

(7 + ; + rl', t) = exp [- 27ri r ( F^ + ^r^^ - 7ri yl' + iri 7^] </> ( F, r).

If for a moment we put

we have

^{U+l + rl',T) ^ ^,y (^ ^ ^;/) _ 2;rir (Fi' + ^ rJ' 2) - ^17^ + Triy'l

= e-'2-n-ir{Ul' + lTl'^}^

and the function i|r([r) is a particular case of that discussed p. 20 of Part I.

;

we thus have

(^ (F, t) = X 5^ e"v'^@ TrFM- ^(7 + t7')> ^^
q

which, in virtue of the formula (p. 23, Part I.)

p' + q'^

L + q + rq, r ^') = e' '^'^'l'^'" + 4^3')

-

'^^m' - ^^m' @(v,t ^ ^
^
) ,@iv + q + rq, t

is the same as

rV, rr
{h + h')lr

27

where G^ is independent of F, and the summation extends to r* terms,

the symbol h denoting a row of p integers, each one of the set 0, 1, 2,...,

r — 1.

The function ^ ( F, r) is manifestly an even function of F; this is not the

case for the single term @ rV, rr
47

occurring on the right

;

there arises then another term on the right corresponding with this one,

and the expression on the right can be expressed in terms of less than r^

functions (Abel's Theorem, § 287). It can thence be shewn (ibid., Chap, xx.)

that ^ ( F, t) is expressible as a polynomial of the rth degree in 2^ theta

functions of the form

SlV,T

differing from one another only in their half-integer characteristics ^

The function of n variables @ (/jT^u, a), whose arguments are linear

functions of the p variables Fi,..., Vp, is then a factor of this polynomial in
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the functions @ V,T , in the sense that the quotient of these

functions is an integral function of Fi,..., F^, for arbitrary values of these.

When F is regarded as the set of normal integrals of the first kind on

^•-i(:)the Riemann surface, each of these last theta functions, @

regarded as depending upon the place {x), is known to have p zeros; it is

then to be expected that the polynomial of r-th degree in these functions, to

which 4>(V, t) is equal, should have rp zeros—as was previously proved.

69. If m denote the diagonal matrix of type {p, p) having all elements

zero save those in the diagonal, the first n of which are each - 1, the last

^ — w of which are each +1, it is at once seen that the matrix, of type

{2p,^p),
'm 0'

.0 TO/

belongs to a linear transformation ; and that this transformation, applied to

the period matrix

t'= fa 0\
,

lo p)

leaves this unaltered. And hence that, when

A = /a /3

is the matrix, belonging to a transformation of order r, of p. 238, the matrix

A /TO 0\rA-^=/a /3 Wto 0\ / /8' -yS^

is that of a transformation of order ?'^, which, applied to the original period

matrix t, leaves this unaltered. The Riemann surface is therefore such that

there is a complex multiplication, or principal transformation, of order rl If

the compound matrix belonging to this be written

// g\,=Afm 0^rA-^

[f g'j U m)
we at once find

/+ t/' = r (a + ra) to (a + ra')"^

;

the general inference, that ®\_{f-\-rf')V,T\ is expressible as an integral

polynomial of order r^ in 2^ functions @( F, r
|

g'), is easily seen to be contained

in the results already given.

70. The preceding investigations have sufficiently shewn the importance

of the number r, the Index. Consider now* the equations

w/' '
''^ + . . . + w/" ' «" =Ur, (r = 1, . .

.
, n),

* Wirtinger, Untersuchungen iiber Thetafunctioneii (Leipzig, Teubner, 1895), p. 61 ; Wirtinger,

"Zur Theorie der 2?i-fach periodischen Functiouen," Monatsh. f. Matliematik u. Physik, vii.

Jahrg. (1896).
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where (Ci), ..., (c^) are arbitrary places upon the Kiemann surface, TJ^,..., Un

are arbitrary values, and we enquire as to the existence of places {x-^, ..., (xn)

to satisfy these equations.

With the function @(yu,~^Z7, a) we can form, as has been remarked, single

valued functions of C/i,..., Un, with no singularities for finite values of

C/j,..., Un other than poles, having 2n systems of simultaneous periods, whose

matrix is (/a, /jf). Let -v/r
( U) denote such a function. We can then take n

systems of constants (a/''\ ..., a,/'')), for r =l,...,?i, such that the Jacobian

of the n functions ylr,. (U) = yfr (U + a^^'^) does not vanish for all values of

Ui,..., Un- The function

is then a rational function of the places (a^i), ..., (xn) upon the Riemann

surface. For when one place, say (a^i), makes a circuit upon the Riemann

surface, the arguments are increased by quantities Ht, where if is a row of

2p integers, while

U = ak = (ya, /)# = (/*, f^')
(H K\=(fiH + fji'H', fxK + im'K'),

\H' K')

where H, H', K, K' are matrices of integers ; the function is thus single

valued upon the Riemann surface in regard to each of {x^), ..., (x^) ; and for

undetermined positions of (x^), ...
,
(xn) it is, as a function of (xi), capable of

expression about any place as a series of integral powers of the parameter

involving only a finite number of negative powers. Put then

fr (iti^' '"! + ... + Wi^«' "% ) = Hr{Xi,...,a;n);

the Jacobian of the n functions w/i' "^ + ... + w/«' "" in regard to Xj,..., Xn is

not in general zero; in fact, if du/^^ '^sldxs = ')(^^{xs), this is only so when a

linear function ^i%i {x) + . . . +AnXn (^), chosen so as to vanish at {x^, ..., (xn-i),

also of itself vanishes at (Xn). The n rational functions Hi,..., H^ are thus in

general independent, and a certain definite limited number of positions of

(^i), ..., (a;,i), depending upon the form of these rational functions, can be

chosen so that the equations

H
J
\X-y , . .

. , Xn) = Oj , , Jj-n \p^i , • '• > '^n) ^^ ^n

are satisfied, for arbitrary assigned values of Cj,..., C,i. This number is

independent of Cj, . .
.

, C,j. There are positions of (^i), . .
. , (xn) for which one or

more of the rational functions Hi,... , Hn become indeterminate ; for positions

of (xi), ..., (xn) in the immediate neighbourhood of but not constituting such a

set of positions the functions have definite values. Now when U^,..., Un have

definite values the functions '\lrr(U) have definite values in general. We infer

therefore that the equations

-m/' ''=> + ... + w/"' "" = Ur (mod. n), (r = 1, . .
.

, n),

have, for assigned arbitrary finite values of Ui,...,Un, a definite finite
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number of sets of solutions (^j), .,., {x^), this number being independent of

Ui,...,Un—there being exception to this result for values of Ui,...,Un

belonging to certain continua of less than n (complex) dimensions, upon

which the functions y^-^{U) , . .
.

, \lrn{U) become indeterminate.

The preceding reasoning is given only as provisional, the cases of exception

not being examined completely ; it may suffice for the present chapter, which

is confessedly incomplete and only illustrative in its purpose.

With the assumption of the definiteness of the number of sets of solutions

of the equations we can now determine this number.

Put

OCr = l2r-i + i^2r, U^ = Vo^r-i -\-iV^, w/s = 'y^«j_^ + U^)^^ (r, S = 1, 2, . . . , u),

SO that each of
'y|f^.'_j,

v'^^! is a function of the two real variables ^2s-i> l^2s for all

values of r ; we then have 2?i equations

1.(1) + v,-c^' + + ^'j'"*=T^j, (i
= l, 2,...,(2r.));

we now allow each of (^i ),..., (a;,^) to take, independently of the others, all

possible positions on the Riemann surface, and interpreting Vx,...,V.j,n as

coordinates in a real space of 2w dimensions, we evaluate the volume

described in this space by the corresponding point {Vx,...,V^, this volume

being expressed by

dV-i dV^ ... dVzn,

or

Since

dV^_Jd^,,_, = dv^^ljd^,s-u dV,r-M^.s = dv^^;jd^o_s, etc.,

the Jacobian herein contained is

8vi<')
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hz, ki, with ks< ki, are also any two of these numbers other than Ajj, k^, and

so on, and the sign + is upper or lower according to the parity of the order

ki, k^,..., k^; if we write

ai;w av<7) a^w a^w
K2r-1 iC2r fc2>--l K2r FT, 7 "I

the expansion is

^ i [kj, k2\ ["^3, fc^j ... ifc^i—i, fC^n} )

and in any term the only factor involving the two variables ^^r-i, ^2r is

Now when {x^) describes the whole Riemann surface, the double integral

{[k^r-i, k2r]d^2r-id^2r IS oqual to the single integral
p;j;„^

jC?%^ extended along

the edges of the 2p period loops ;
if we put 11^^ „ = ^2r-i, a + iH^r, a , for

r = 1,..., n and a = l, ,.., 2p, the period increments of the function V\ for

passage of the loops are ff\^ a , and we have

r p
v^dv^ = 2 (Hk, pH^^p+p-H^^p+p H^^ (s), (\, /A = 1, 2, . .

.
, In),

J j3= l

a quantity formed by a familiar rule from the Xth and /ith rows

^\,l>---jJ^\,p> J^\,p + \)''-i tiK,2p

-"m, 1> • • • ' -"M, P' -"m, P + 1' •••'-"/*, 2p

of the matrix {H^^ a), which we may call the combinant or the splice of these

rows, and denote by (k, fi)^. We have then

j^/fc2.-i dVk^ = {k2r-i, k2r)j

where, if 11 = M+iN, both M and iV being matrices of type {n, 2p) of real

elements, we have

a matrix of type (2n, 2p), consisting of real quantities. The original integral

thus becomes

^ i ("^1 ) ^2)^ ("'3 > "^i/ff • • • ("'2n—1 ) l^^njjj '1

here the number of terms is the same as in the expansion of a determinant of

type {2n, 2n) by binary determinants, namely

f2'')f7')-a)=(''^)>-«-^-(^''-i>'

two terms, for instance, differing from one another only in the order of the first

two of the n factors of a term, occurring separately ; in fact however

{k^, k2)jj (h, ki)^={h, h)^ {ki, h)jj,
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and so on ; the value of the determinant is thus

(w!)S ±{k^, h)ji{K h)jj--- (hn-i, hn)jj,

where the order of the n factors of any term is indifferent, and this is only the

expansion in the form of a Pfaffian (see Appendix to Part II., Note III.),

of the value / ,\ / \
tt fr i \+

Precisely the same deduction may be applied to any number of integrals

of the first kind, independently of the existence of defective integrals ; for

instance, u'^'" being any integral of the first kind, if we put

and denote the periods of u^'" for passage of the 2p period loops by

H,+iK„ ..., H^ + iKp, H,' + iK,\ ..., Hp' +iKp',

we have, as (oc) traverses the Riemann surface,

dV.dV, = H,K,' - H^K, + . . . + HpK^ - Hp'Kp,

the right side denoting the sum of the parallelograms whose perimeters are

described by U=u^''', upon a plane of U, as {x) describes the sides of the

period loops upon the Riemann surface.

If now n = srh, where ot is any matrix of type (n, 2n), and h a matrix

of type {2n, 2p) consisting of integers, and H = M + iN, t^ = /jl + iv, we have

M=fjih, N = vh,

and
^°(C)^'

so that H€ipH= /fi\ he^hQJL, v),

and hence \\ ... \ dV-i^dV^... dVn = {n\) ( I

he^ph
I

)2
,

wherein fx
I

denotes the volume of the period cell defined in the real space of

V
T I

xX
2/1 dimensions by the periods -sr, and the other factor {n^) {\heoph\)^ is a

positive integer.

This is true when ct repi-esents any set of periods in terms of integral

multiples of which the periods 11 can be expressed ; if in particular we

take n = ok, where h is the unitary matrix of type (2w, 2p) described earlier

in this chapter (p. 230), and (a, 0) =Ylm, then increments of f/j, ..., Un

which arise by closed circuits of any one of {x^), ..., {x^) on the Riemann

surface, correspond to a change from a point {U)to a point which is congruent

thereto in regard to the period cells associated with the periods a, and con-

versely ; hence, assuming (p. 246) that, as (a?i), ..., {xn) traverse the Riemann
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surface, the point {U) takes up every position the same number of times, we

infer the result : The number of different sets of solutions of the congruences

u,-"""^ + ... + u/n< On = If^ (mod. II), (r = 1, 2, . .
.

, n),

before called the multiplicity, is*

(
I fce^pK

I

)2,

the factor n\ being removed because a set of solutions is not affected by-

permutation of its constituents.

If (r, s) denote the splice of the rth and sth rows of the matrix k, this

number of solutions of the congruences is the Pfaffian

2 ±(12) (34) (56)...,

formed with 2w numbers. If the period loops be differently drawn on the

Riemann surface, which comes to using periods 11'= IIJ", in place of 11, where

Je2pJ= e^p, the number, becoming ( | kJe^pJk
\

)2, is unaltered, as should be the

case. If (Appendix to Part II., Note II.) ^ be a unitary matrix of integers of

type (2n, 2n) such that

gk€2pkg=/0 -d\,

U o)

where d denotes a diagonal matrix of positive elements d^, d^, ..., dn, wherein

d^/d^, d^jd^, ... dn/dn-i are integers, the multiplicity a is also given by

cr ^ (a/i(a/2 • • ^'ii*

We have seen that the index r is equal to the first invariant factor dn ;

the two numbers are thus equal when n = 1. When n = p we have k = l, and

the multiplicity is unity, as is known.

71. Consider the case when n=l. We have shewn that we can write

n =ak,

where A; is a matrix of integers of type (2, 2p), which is unitary, in the sense

that its determinants of order 2 have unity for their greatest common divisor.

We have then
ke^pk = /O — R\,

[r o)
p

where R = X (ki,^k2,cr+p — k^, o-"^i)(r+p);
(7= 1

is the splice of the two rows of k; according as R is positive or negative

take now

and obtain fke^pkf^ re^^r fO ~
^

V

VI o;

where r is a positive integer {R or —R), as in the general case.

* It follows from preceding work that this is not zero (p. 225).
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Put as before fk= (H, K\,
\H', K'l

so that, if k= /ki, k„\,

we have fk = /h, k^X, or /—h, — A^a \ ,

\h', h'J \ h', kj

and the determinants of order 2 from this have unity for their greatest

common divisor*.

It can now be shewn that a matrix J of integers can be chosen, of type

(2p, 2p), satisfying _

SO that /H, K\J=/r, 0, 0, ... 0; 0, 1, 0, ... 0\
,

\H', K'J U 0, 0, ... 0; 1, 0, 0, ... 0/

where the elements not written are zeros.

To make this clear consider the character of a matrix J. A linear

transformation, expressed by a matrix of integers J of type (2^, 2p) which

satisfies the equivalent equations

may also be defined by the fact that if, denoting rows of p quantities by x and

x', and also by ^, ^', y, y', rj, r}', we put

{x, x) = J{^, f), {y, y') = J (v, v),

p
the splice (1, 2), = X (xiy/ — Xiyi), of the two rows

' /

»

^y y

is equal to the splice of the two rows

V V

for we have fx, x'\ = /f, f'\ J,rx, x\ = f^, n
\yy y) \v, v)

and / 0, -{l,2)\ = /x, x^e^p/x, x'\=fl ^'\Je^Jf^, T
V(l, 2), j \y, y'j \y, y') U, i) \v, V

If /a, a'\

U, h'j

be a unitary matrix of type {2n, 2p), that is a matrix of integers in which the

determinants of order n have unity for their common divisor, and

a, a'\J=fA, A'\,/a, a \

[b, h') \B, £0

In general the determinants oiflc of order 2n have d^'^jd^d^ ... d„ as their common divisor.
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we have /a, a'\ {x, x) = /A, A'\ (^, |')
;

U, h') \B, B')

also from fa, a'\ = (A, A'\ J'~\

[b, b'j \B, B'j

since J is unitary and any determinant of fa, a'\ of order ^n is a sum

\h, b'j

of products of determinants from /A, A'\ and J \ each of order 2n, it

[b, B'J

follows that /A, A\ is unitary. Also, as

U B'J

'a, a'\€op fa b\ = fA A'\e^pfA B\
,b, b'j \a' b'j [b B'J \A' BT

the splice of any two rows oi fa, a'\ is equal to the splice of the two corre-

\h, b'j

sponding rows of fA, A''^

U B',

Now particular linear transformations are :

I. That in which x^ and x^' are replaced by linear functions of f,.
and ^/

with numerical coefficients of determinant unity, the other 2p — 2 quantities

X, x' being unaltered ; for this evidently replaces x^y^ — xjy^. by ^r'// — ^r'Vr,

and leaves the other binary determinants Xgy^ — x^yg unaltered. It corresponds

to replacing the rth and {p + r)th columns oi fa, a'\ , which we may denote by

\b, b'j

Cr and c/, by two columns Cy, (7/ given by

Or = \Cr + I^Cr, G^' — pCr + (TCr , \(T — fip = 1.

A particular case is C^ = — c,. , C/ = — c,.'.

II. That in which

Xf. = g^, Xg ^^ gs '^b»'' ^r ^^ ^r i "'5's > '^s ^^ gs >

for which x^yr — x^'y^ + Xgys — Xgys

the variables other than x^, Xg, x^.', Xg being unaltered. It corresponds to

a change of the columns of fa, a'\ expressed by

[b, b'j

C^ = c,. — Xcg , Cs = Cs, C/ = c/, 0/ = c/ + \cj.

III. That in which

X^ = ^^, Xg ^= gg— Kg^, X^ = ^^ -\- \^g + f^g^, Xg = ^g ,

which includes (II.), for /x = 0, and is equivalent to an interchange of columns

expressed by

Cr = c^- Xcg + fic/, Cg^Cg, 0,,' = c/, Gg' = Cg + \c,.'.
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Suppose now fa, a'\ is of two rows only, or w = 1. By transformations

U, h')

(I) we can first reduce all the first p elements of the second row to zero ; then

by transformations (II) we can reduce all the second p elements of the second

row to zero except one of these, which cannot be zero since the determinants

of /a, a'\ are not all zero ; if this element be denoted by B^, and r =|= 1, we
U, h')

can, first, by transformations (II), add the (^ + r)th column to the {p + l)th,

and then subtract the {p-\- l)th from the {p + r)\h.; we may thus suppose

r = l ; and the second row of the transformed matrix now has zero in every

place except the {p + l)th. After this, leaving the first and {p + l)th

columns untouched, we can similarly, by transformations (I) and (II) in turn,

make the 2nd, 3rd, ... pih. elements of the first row all zero, and the (p + 3)th,

(p + 4)th, ...,{^p)th. elements also all zero. The transformed form of the

matrix /a, a'\ is now

\h, b')

'Q .. R S ..

.0 0.. P ..

since this is unitary we have PS = 1 ; if P = — 1 we can change the signs of

the first and (p + l)th columns ; we may thus take P = 1, S =1; if further

the splice of the two rows of /a, a\ is r, we can then infer Q = r. The
[b, b'J

transformed matrix is thus

fr .. R 1 ..\.

VO .. 1 0../

Lastly apply the transformation (III) in the form

Cg = C2 + Pci — rPc/, Gi = Ci, C^ = C2, (7/ = Ci' — Pcg'

;

this replaces R by zero in the matrix, but effects no other change.

The transformation indicated is thus effected, and we have

nj" = {[I, \x)fkJ^ (/i, yti') /r .. 1 .. \ .

lo 0.. 1 0../

Now put J = H S\ and take Tj, a matrix of type {p,p), so that

(7 + Ty') Ti = S 4- tS'
;

it can then be proved as in the earlier part of this chapter (p. 237) that,

(i) the matrix (7 + T7') is of non-vanishing determinant, (ii) Ti is symmetrical,

(iii), if %, ...,%p be any j? real quantities, the real part of ir^ri^ is necessarily

negative and not zero ; take also a system of p integrals Fj', ... , Vp given in

terras of the original normal integrals Fi, ..., F^ by

(^ + ^y)-3F=F', =(a'-T,7')F,
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there will be* a new system of canonical period loops on the Eiemann

surface, for which Y' are the normal integrals, having a period matrix

(1, Ti). And in particular, u being as before the defective integral under

consideration, the integral - yr'^ii, which from the equation above hasf the

period system following (where a = /x~-'yu.'),

-^l-mJ = (l, 0, 0,...; I,
- 0,...),

is equal to F/, for there is only one integral having at the new period loops

(a^) the periods 1, 0, 0, ... . It follows then that in Tj the first row reduces

to its first two elements, these being ajr and 1/r. From the symmetrical

form of the matrix Tj it is clear that V^, ..., V^ form a defective system of

{p — 1) integrals, the second period of V^ being r times the {p + l)th, the

{p + l)th periods of Fg', ..., F/ being all zero (cf. p. 240).

We have already reached the conclusion that when n— 1, the multiplicity

is equal to the index r (p. 250) ; and from the equations

|/1=:±1, fkJ^/r . . 1 . .\,

VO . . 1 . ./

which we have used, we have {\ke^pk\)'^ = r. This involves the consequence

that the equation
11^' c = jj (x^o^, n)

is satisfied by r positions upon the Eiemann surface.

We can give another proof of this, independent of the preceding inves-

tigation of the multiplicity. The periods O are sums of integral multipliers of

the periods 11/ for the new period loops, and the congruence is equivalent with

F/ = i iM-^u^' « = F (mod. ^ ^l-mJ\ , = V (mod. ^ ,

^)

where F is an arbitrary constant, and F/ is considered as a function of the

position (x) on the Riemann surface. Now the elliptic theta function

@ {/j,-^u'=' «, 0-) = (rVi, a)

vanishes, as we know, for

* See the author's Abel's Theorem, p. 559.

+ Another proof of the theorem is given in the author's Abel's Theorem, p. 658. It can be

shewn in fact that a matrix J such as is required can be constructed with the first, second and

(p + l)th columns of the form

/ K' rx + K..
I

X ..\

where x, y are such columns of p integers that rx + K, ry -H are 22? integers with unity as common
factor. (In the proof referred to, p. 659, line 26 and p. 660, line 9 /or ' constituents of the first

'

read ' constituents of the second.')
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where M, M' are integers ; the corresponding positions {x) are therefore such

that the values of F/ are congruent for modulus ( - , -) , and it is such

positions that we wish above to enumerate. It has however been previously

shewn (p. 234) that the function %{ijr^u''''', a) has r vanishing points on the

Riemann surface, and the proof was independent of the investigation of the

multiplicity. The theorem is therefore proved.

To determine the solutions of the equation

zi^''«= U {mo± IT)

when U is given, we may form the two functions

^ = ^0 ilM-^u-'"- l,a) = f {/M-^U; 1, a),

which, since ^xr^Il = {H + aH' , K + crK'), are rational functions of the

place {x). To each value of ^ belong the 2r solutions of the two congruences

t(*'« = U, i*'^''^ = - U (mod. 11),

of which however only the first r correspond to a given value of ?;. We infer

therefore that, if {x^, y^,-..., (xr, y,-) be the solutions of the first congruence,

there exists an equation

x'- + H^x"-^ + . . . + /f,. = 0,

whose roots are x^, ..., a?,., wherein the coefficients Hi, ..., Hf. are single

valued functions* of U, rational in ^ and rj.

The existence of an equation

implies that x', y are single valued doubly periodic functions of [jt-u^''", with

periods 1, a, and therefore rational in x, y. There is thus a (1, 1) birational

transformation of the Riemann surface into itself corresponding to every

such equation ; such a transformation is necessarily periodic, and if k be the

index of periodicity, the equation can be birationally changed to a form

(s^, t) = Q (Hurwitz, Math. Annal. xxxii. (1888), p. 291).

72. Pass now to some examples.

For the equation f (Kowalevski, Acta Math. IV. (1884), p. 393)

[x {ax + hyy^ + [y (ex + dy)]^ + [l+ex +fy]^ = 0,

or F=[x (ax +hy) + y (ex + dy)-{l + ex +fy)f - ^xy {ax + hy) {ex + dy) = 0,

* Extensions of the reduction of the matrix ( H K \ here given for n—1 are investigated

\U' K' )

by Poincar6, American Journal, Vol. viii. (1886), p. 301, who gives various other results not

referred to in the text. t See Note, p. 272.
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the general integral of the first kind,

'{xdy — ydx) {Px + Qy + R)
/'

dF/dz

where ^ ^r- = — [x (ax + by) + y {ex + dy) — (1+ex +fy)] [2 -f ex +fy],

reduces for P = 1, Q = 1, i^ = 2 to a constant multiple of

xdy — ydx
f

d^C xdy — ydx /"

J 9. [/r/}! (n,fn A- hiA (ccr. 4- d.ni\\^
' J \2 \xy (ax + by) (ex + dy)Y •' [4^ (a + b^) (c + d^)f

if I = y/x
;
putting also 77^ = 4^ (a + b^) (c + d^) we have

^. +'^ + V-(a + b^)-^(G + d^)^0,

from which it appears that the index r is 2. And we find at once that if we

take the self-inverse transformation

X = — x(l+ ex +fy)~^, y = — y(l+ex +fy)~^, and ex^ + fyo + 2 = 0,

.upn ,,-, -0 - f
^"' '^ (^^+/y+2)^^ _ [^"'' ''^

(ex+fy + 2)dx

"i(.„,.o) dF/dy ](,,,,„)' dF/dy
'

so that the two solutions of the congruence

are (x, y) and (x', y').

According to the theory given in the text the remaining integrals are

also defective ; it would be interesting to verify this directly.

73. Another class of surfaces for which defective integrals arise are

those represented by an equation

y = (X" — Ci") (X — C2) •• \X — C"2m+i)-

The first case of importance, where m = 1, was remarked by Legendre

and Jacobi* ; there are then two defective integrals each reducing to an

elliptic integral. As sufficiently representing the general case we shall

take m = 2, so that the equation, of deficiency 4, is

hy x^ = ^ each of the integrals

J^' J'y

reduces to a hyperelliptic integral of deficiency 2, and, as will appear, these

two form one system ; the same is true of

Cdx fx^dx

as is seen by putting x = Xi~\

* Legendre, Fonctions Elliptiques ; Jacobi, Crelle, viii. (1832), p. 416.

Ju (aji//
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Suppose, for definiteness, each of Cj, ..., Cg to be real and positive, and

Ci >C2 >C3 > C4 >Cg, and take the period loops in a usual manner, as in the

figure :

—

The value of y for a real x> Ci, in the lower sheet of the Riemann surface,

being taken to be real and positive, and using A in general for a real positive

quantity, the values of y in the lower sheet in the various segments of the

real axis are indicated by the diagram :

—

-l^ ?A -lA

Thus, considering one of the two integrals

fxdx fi.

J y J

which we may call u, and denoting by fi^, O/ its period increments, for

passage from the right to the left sides, respectively of the period loops

(ar), {ttr), we have, by a well-known rule (p. 32 of this volume).

Oi = -2 du= 2 du=n^+ns + n2 + ni = iH,

J -(?2 J C3

- O2 = 2 I '''du = -2 r du = n, = iM,
J -C3 J Ci

02'-n;= 2! "'du^ 2r*du=ns'-n,' = N',

J -Ci J Cs

- Os = 2
j

du = 0,

where each of H, K, M, N denotes a real positive quantity

;

B. 17
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these equations give

n, = iH, n^ = -iM, 1)3 = 0, n, = iM,

n,' = -K+N, n: = -K.

For the two integrals under consideration let the respective quantities H, K,

M, N be distinguished as H^, K^, M^, N-i and H^, K^, Mo, iVj
5

put, as in

general,

Ll. = /i-lii . . . '2i4 , iZji . . . ily ^

\i22i . . . i224) ^^21 •••^^24^

we then have

n 0,

-10 1, 0000
0, 2 1 1 1

0, 2 2 1

of which the second matrix, having as one of its determinants

1

0-100
Oil
10

is itself unitary, and may be denoted by k as before (p. 230), being of type

(2w, 2p) with n = 2, p = 4! ; the first matrix may then be denoted by a ; the

splice of the ?'th and sth rows of k being denoted by (r, s), we find

(1, 2) = 0, (1,3) = 2, (1,4) = 2, (2, 3) = 0, (2, 4) = - 2, (3, 4) = 0,

and hence K€2pri>

also if /=

we find fke,pkf=2 /O

ke^pk
!

= 2'

= 2e

It appears thus that

^xdx fa^dx
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form a defective system of integrals, with index 2 and multiplicity 4 ; the

four sets of solutions of

[^'''^ocdx C^^^^ xdx „ (^^'^^a^dx f^^^^x^dx rr

Jo y Jo y Jo y Jo y

are in fact obviously of the form

{(^1, 2/i), (^2, 2/2)}, {(- ^'i, 2/i), (^2, 2/2)1, ((^1, yi), (- ^2, yd], {(- ^i> 2/i)> (- ^2. 2/2)}-

To construct the theta function @ (/^"^ w, o-) we should put a = {/j,, fi)f;

we find then

U2, -W

74. As another example consider the surface associated with the equation

a,-4 + 2/^=1.

Drawing cross-lines joining x = l to x =^ i, x = — \ to ^7 = 1 and x = i to

x = — i, the latter passing through a; = 00 , and agreeing that on passing the

first from right to left the sheets 1234 change respectively to 2341, on

passing the second from right to left the sheets 1234 change respectively

to 2341, while on passing the last from left to right the sheets 1234 change

respectively to 2341, as indicated in the figure, and denoting the paths in

the various sheets by the various kinds of line indicated, we may draw a

system of canonical period loops as in the figure. The surface is of

Cliff I' f TiJ n 'T'

deficiency 3, and three integrals of the first kind are |
'^-^

, I
^

and

r /i |2 /Y /y'

I ^—Y- . Let the increments of any one of these for the left sides respectively

of the loops (tti), (tta), (as), (b^), (63), (63) be called Hi, fl^, ^3, ^1, ^2', ^-3' ; the

first is obtained by a negative circuit of (6a), and the fourth by a positive

circuit of (a^), and so on. Calling the branch places x=l, x — ~l, x = i

respectively by the numbers 1, 2, 3, and a single positive circuit about either

of these by the same number, the circuits for the six periods are then

respectively

31-S 3-^1-12-2, 1312, 2-11, 23-11-^2, 13^2,

where the symbol 31"^ means a circuit resolvable into a positive circuit about

3 followed by a negative circuit about 1, etc.

Now let e = I™, where m is 1, 1 or 2 according as we are considering the

first, second, or third of the integrals 1 ^-^ , I
-~-

, j
'^—^ , and let P, Q, R

r 'J r 'J r
17—2
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12341

^'

Canonical dissection for x* + y^— l.

First or lowest sheet, ; second sheet, ; third sheet, ^x^^^^^; fourth sheet, -

the passages at the cross-lines are given by the rules marked in the diagram 12341, 14321.

denote the values of any one of these integrals taken in the first sheet from a

point in the first sheet respectively to the branch places 1, 2 or 3 ; then the

values obtained by the circuits put down above are respectively, if yw,; = 1 — e*,

a, = R(l-€) + 6{P- 6-^F) = -^,{P- R),

n^ = R{l- e-') + €-'P (1 - e-i) + 6-'Q (1 - e-^),

= fi,{P-Q)-,,,(P-R),
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Ha = P ( 1 - e) + 6i2 ( 1 - e) + 6'^P ( 1 - e) + e^Q ( 1 - e),

= ^M,{P-Q)^{^l,-^.,){P-R),

n/ = Q (1 - 6-0 + 6-ip
(1 - e) = - /X3 (P - Q),

0;= Q (1 - e) + eP (1 - e-O + P (1 - e-^) + e-^Q (1 - e),

a; = P (1 - e) + eP (1 - e^ + e^Q (1 - e),

= /^3(P-Q) + (/.x-/.3)(P-P).

Put

A
^ydx _\ n dt _T'(i)

\f 4 ^ ^5 (1 _ tf 4 V-!

P- w iJbJO

=
dx A

so that

'~'^ydx

Jo 2/ Joio ./oJo

r^i^=B, ['^-^=-B, r-f"'=o, r-r=25,
Jo y' Joy' Jo Jo Jo Jo

y^

^ xydx

Joy Jo T Jo Jo Jo Jo

then with

1 f^ydx 1 r^xydx
'' = 2A]oY'' '*^^2PJo"^'

Uo =
1 p 2/^i^ic

2/-* - - znjo y 2GJo y' '

the lower limit being x = 0, y = 1, taken to be in the first sheet, we have

P — P — R
forwi,

2A ' 2A
'"^^^~^'^' /^i = l-*' /^2=2, /i3 = l+t,

„ P-Q ^ P-R
,tor U2, ^p = 0, —^^^— = 1,

for If.

2P ' 2P

P-Q,, P-P

fti = 1 - «, /i2 = 2, yUs = 1 + i

= in _
2C 2^ -2(1-*'). /*i = 2, /i2 = 0, /i3 = 2,

and the period scheme for u^, lu, ^h is accordingly, from the results above,

Put

i, 1, i; -(1+0, i 0,

-{l-i), -(l+^), -(l+«); 0, 1-i -2i,

-(1-0, -(1-0, 3-*; -2, l-i, 2.

.

"

I f^dx . ,,, ., le'^ picc^a?

«^3 = ^V(1 -t) =
e 4 /-.rt^,

2ilio 2/"
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n the periods can be respectively
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an elliptic integral of which the periods are 2A and 2Ai\ both

f = ^(e~V-l/)/(e"*/^+J'), and r? = 2^*(p- 1)* = 2\/2e" '^ XV(e V + ^)'.

are rational functions of the point {x, y) of the original surface ocf^ + y* = \,

ni _
while conversely, x- and y-, equal respectively to e '^ {^ + iy/v^^ and

e^ (^ _ 2;)2/?7 \/2, are rational in (|, tj). A similar transformation to the same

elliptic integral is possible for v.2 and v^. This integral allows complex multi-

plication, for instance* by ^=(|" — l)/2t^, and there are thus other trans-

formations of the original integrals to the same elliptic integral.

The equation x'* -1- 2,'* = 1 can be solved by single valued functions of a

single parameter in the form

where, with q = e

See Weber, Elliptische Functionen (1891), p. 86. See also Dyck, Math.

Annal., xvil. (1880), p. 510.

Example. This case furnishes an interesting example of the distinction to

be made between the algebraic definition of a normal system of periods,

such namely as satisfies the equations expressed by HeO = 0, and the

geometrical definition by means of a canonical system of period loops forming

a complete boundary of the Riemann surface. As is illustrated by a case

below, it may sometimes be easier to determine algebraically a set of normal

periods than to make a canonical dissection; but it is only for a system

of periods determined by such a dissection that the formula obtained above

for the multiplicity is proved to have the interpretation attached to it.

Take the integrals

(m/, w/,O = /I
( 1 - 1),

1(1- i), l-i\{v„v„ V,)
;

, -i(i + 0, -Ki-0
i , i , 1 -1- 2i

it is easily seen that their periods, calculated from the above scheme, are

pinr
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splice of any two rows is zero, and the periods obey the algebraic conditions

for a set of normal periods. Putting now

1
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value six times on the Riemann surface, the integral u^ takes each value

twice, and the integral u^ takes each value seven times. We have

l—it
m/ = -^j-j (A. + /A + 2v) do),

^is' = 2^ I (X. + A* + 2y - iv) dco
;

the two places where u^ has the same value are obtainable from the remark

that the integral is unchanged by putting \ = — iX', fJb = v, v = — \i, a self-

corresponding point of this transformation being \ = 0, v \-i^i = ^. It is not

obvious what are the six places where w/ has the same value, or the seven

places where u^ has the same value. More generally we can find an infinite

number of integrals of the form Fu^ + Q,iu-\-Rih, of which the periods are all

expressible in the form M + Ni, where M and N are integers.

75. For another example we take the equation

ifx -H 2/ + a^ = 0.

If we put s = — x,t=- ]f-x, which give x = — s,y = s^/(l - 1), we have

s'^til-tf;

the two equations, so birationally related, are of deficiency 3, the integrals of

the first kind being

r sdt r s'^dt
f

s'dt

Jt{l-t)' lt(i^)' Jt{l-ty

We do not attempt to dissect the Riemann surface associated with the

equation s''=t{l-tf, but consider the integrals on the plane of t The

values of s represented by the equation s''=t{l-ty have cycles at ^ = 0,

t = lj = cc, at each of which all seven values change into one another;

a closed circuit on the ^plane is equivalent, so far as giving rise to additive

increments for the integrals, to a certain number of positive circuits of

the points ^ = 0, ^ = 1 ; a closed circuit equivalent to/ circuits positively round

t = and g circuits positively round i = 1 will lead back to the same value of

2irim

s if/+ 2g = (mod. 7), or g=3f. If e = e ^
, where w = 1, 2 or 4 according

as we are considering the first, second or third of the integrals of the first kind

written above, it is at once seen that the additive increment for the integral,

by any closed path which leads back to the same value for s, is, save for

a constant multiplier appropriate to the integral under consideration, a sum

of integral multiples of the six quantities /Xj, //.,, ..., /Xa, where //.^ = 1 — 6^

For consider a path consisting of/i positive circuits of ^ = 0, followed by
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g^ circuits of t = \, followed by /^ circuits of i = 0, followed by g»_ circuits

of t=\, and so on; we may denote this by

(oy.(i)^'(oy^(i)^-^-(o/'(i^,

where, for instance, /i or g^, or both, may be zero ; if the values of the integral

under consideration, from the initial point of integration with a definite one of

the seven determinations for s belonging to this value of t, straight to ^ = 0, be

called A, and straight to t=\, be called B, the closed circuit indicated above

gives, for the integral, the value

A - ef-A + e/i {B - e^^^B) + e-/"i+2^'(A - ef-^A)

+ . . . + e/i+ - +/. + 2(,9.+ ...+(7,__,) (5 _ gSs^, 5)^

wherein, by hypothesis,

/i+ ... +/,+ 2(^1+ ... +5r.)= (mod. 7);

it gives then

{A -B)\X- e-^i + e-^i+^p, _ ^f,^A\tg, + ... _ e/.+...+/r+2(f7,+...+^,-,)]^

or

(.4 - B) [/A/^ - yU./i+26,, + flf^Jrf.,+2g, " • • • + At/, + ...+/,+2(^, + ...+^,_,)] 5

if then the integral under consideration be divided by A —B, and the

quantities /a reduced by the rule ix^' = yw^ when h' = h (mod. 7), //-o
= 1, the

additive indeterminatenesses of the integral will be expressible by sums of

integral multiples, with multipliers the same for all the integrals, of the six

quantities /Aj, ..., fig. Thus, if

so that, r^^ denoting the gamma function F
[ ^ )

, we have

p = --^in^v,T,v„ Q = --sin^r,r,r„ E = --sin?^r,r,r„

a scheme of periods for the integrals

1 [^ sdt _ 1_ 1 f^ sdt _!/''' s'c^i _ 1 p s'dt

is given by

H'S': f^U /^2, /^4tfl
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that all period contours shall be integrally expressible by those adopted, the

period scheme may be reduced* to

We,

Wz

where "^"^ —
<-. v • - /, • a

It follows that each of the integrals w^, w^, w^ is an elliptic integral.

Putting

1,
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and then that GH = {A^ Bt)H\

the steps being all very easy, the three matrices involved in the last equation

being symmetrical about the cross-diagonal. The determinant of the matrix

H is easily found to be 7(2t — 1), which is not zero.

Having proved that (r = (^ + Bt)H, consider the integrals w = Pu, or

(wi, w^, Ws) = /P„, Pi2, Fis\ {ui, ti2, Us) :

-^21 > -^ 22 J -^2

their scheme of periods is, for Wi,

-t^il -" 11 "H -t^i2 -" 21 + -t^iS •" 31 ) • • • 5 Pil ^13 "I" Pl2 ^23 "1" -^13 ^33 >

namely consists of the two matrices

PH,FG;
take P=/-l, 0,

0\^-i;

1, 1,

1, 0, 1^

the six lines constituting the scheme of periods for w^, w.,, iv^ are then formed

by the juxtaposition of the two matrices

1, 0, OX, /-I, 0, 0\H-'O;

1, 1, Oj
[

1, 1,

1, 0, 1/ \ 1, 0, 1

now we have remarked above that GII~^ = A + Br, or

GH-'= / T, 1-T, -T^

- T, T, 1 - T

_ _
,l-T, -T, T^

SO that, from H = H, G= G,

H-'G = H-'G = GH-'= / T, -T, 1-T^

1 — T, T, — T

- T, 1 - T, T^

hence the scheme of periods for Wi, Wg, W3, is

Wo

-I, 0, 0, - r, T, - 1 + T

1, 1, 0, 1, 0,1- 2t

1, 0, 1, 0, 1-2t, 1

Now take other loops; the period columns in the scheme just obtained

correspond respectively to Hg, A?, Hg, Oj, rig, II4, where O^ denotes a loop

going h times positively round ^ = and 3/i times positively round t = l, this
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being a path which brings back s, and the subject of integration in each

integral, to its initial value ; we take the following loops

in terms of which conversely the original loops are expressible, namely by

then the period scheme for w^, w^, w.^ becomes

-1,
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variable the functions dui/dt, du^/dt, dus/dt satisfy a linear differential equation

of the third order with coefficients rational in t whose monodromy group is

then that of the 168 transformations (Hurwitz, Math. Annal. XXVI. (1886),

p. 120). The independent variable being chosen so that the critical points

are at ^ = 0, t = l, t = (X) , denoting the dependent variable of the differential

equation by y, and putting

^1 — 2/' ^'^^
~dt'

^R — t{t— i) -^ ,

the differential equation may be replaced by the three

' \AjVU-\ (X'Ji'2 (JviX/0 '

[/o,

5 2 72 . 11
where iV"=- + —r, M = N ^.— . It is at once seen that the matrices

8 Od 7^11
here multiplying - and -—r- have both linear invariant factors, and that if

^1, 02, d-i and <^i, <^2, ^3 be respectively their roots, we have

(g2,^^9,_ Q-ime,^ Qlirie,~^ = (1, W, W%
where &)^ = 1, and

^g2;7#,^ gOTTJ.^,^ g2,ri<;,3^ ^
(^2,

- 1, - 1).

Cf. the author's paper, Proc. Lond. Math. Soc, xxxv. (1902), p. 371, and

p. 347.

Note I. It may be enquired how far the preceding is capable of

generalisation to the case of an equation

sP = ^«^ (1 - tf,

where ^ is a prime number, and a, b are positive integers less than p. The
integral

s^dt

f" (1 - ty

will be of the first kind if fi be an integer just greater than Xa/p, which, if

X<p, is necessarily fractional, say if /jb = E {Xa/p) + l, where E{x) denotes

the greatest integer contained in x ; similarly v = E (Xh/p) + 1 ; and also

/jb + V (a + 6) — 1 > 0, or

^-E(^]+'^-e(^]<1;
p \pJ p \p J
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using Riemann's formula ^lu — n + 1 for the deficiency, we have, for

sP = ^«(1 - tf, 1 + i (3^ _ 3 _ 2p) = |(jj - 1), which then, for any positive

prime p and a <p, b < p, is the number of integers \ less than p satisfying

the last written inequality; in fact, if \' + \=p, since Xa/p is not an

integer, we have

^(yV^Cy)— 1>

and

p \p J \p J p \ p J \ p J

If we put \a = [\a] + Mp, \b = [Xb] + Np,

where [Xa], [Xb] are the least positive residues, mod. p, the condition is the

same as

[Xa] 4- [Xb] < p.

Denoting by ^ a proper (primitive) root of p, and putting a = g"^^, b = g'^^

(mod. p), if the inequality is to be satisfied by X, = g'^i^, whatever fi may be, so

that the |(p — 1) values of X are to be the quadratic residues of p as in the

case s' =t{l — tf^ the condition will be

and will be satisfied only by those primes p of which every two quadratic

residues have a sum less than p. It can be shewn that if p is of the form

4?i 4- 3, the only possibility \9, p~1. And no prime of the form 4w + 3 exists

such that every two quadratic non-residues have a sum less than p.

Note II. We may consider more generally the case

where n, hi,..., Ii^ are positive integers, and each of h^, h^,..., h^n and

hi + ... + hrn is prime to n. The deficiency is then given by

{7n+l)(n-l)-27i = 2p-2,

or p = ^(m— l)(n — 1).

A positive circuit r times round Ci and s times round Ca will lead back to the

same value of y if hir-\-h^s=Q (mod. n)) as h^ is prime to n, this gives a

vall^e for s corresponding to an arbitrary value of r ; we thus obtain, taking

circuits round the (m — 1) pairs, (ci, Ca), (ci, Cg), ..., (cj, O, with, in each case,

r equal in turn to 1, 2, ..., {n — 1), in all

2p = {m — 1) (ri — 1)

periods, of the form

(P,-P,)/^,...,(P,-P,)^„_,; (A-P3)/.„...,(P,-P3)/.,_,;...;

27r7A:

where /*/; = 1 — e " and P^ is the value of the integral taken from the initial
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point to the point x = G]^. There remain the problems of determining whether

every period is an aggregate of these, and of determining 2^) canonical loops

on the corresponding Riemann surface ; and of extending the results to

the case where ?i, h^, ..., hm. are any integers. The forms of the integrals

of the first kind are determined by Weierstrass, Werhe, iv. (1902),

pp. 135—145.

76. Another example of the occurrence of defective integrals of the first

kind is furnished by the curve of order 8 given in Example 11, at the top of

p. 155 of this volume. This curve has the properties : (i) it is of deficiency 9,

the forms of the integrals of the first kind being given in that Example

;

(ii) the coordinates of points of the curve are expressible as single valued

quadruply-periodic functions of two variables, the variables being connected

by a fixed relation (the equation of the plane determining the curve as a

section of the hyperelliptic surface)
;

(iii) there are two integrals of the first

kind for the curve which reduce to hyperelliptic integrals of four columns of

periods, these being the arguments of the quadruply-periodic functions. This

case therefore furnishes a very exact example of the general theory considered

in the previous chapter of this volume, in virtue of the property (ii).

Note. It may be remarked that if the equation of § 72 be rendered

homogeneous by writing z = \ \- \{ex
-\- fy), it takes the form

{z^ — ^a)^ = ^xy (f*^ + %) {cx + dy^,

where </>2 is homogeneous of the second degree in x, y, representing a quartic

curve of which four bitangents are concurrent ; that this geometrical property

is a necessary and sufficient condition, in the case of a plane quartic, for a

defective elliptic integral of rank 2, is proved directly by Kowalevski from

the transcendental result here obtained in § 71 ; the curve is a projection of

the space curve intersection of the quadric surface

and the cubic cone xt^ = 4<y (ax + by) (cx + dy)
;

the elliptic integral of a plane section of the latter is the defective integral of

the text. The equation z'^ = x^ + y^ of § 74 is, geometrically, a particular case.

See further, Appendix to Part II., Note IV.



CHAPTER IX.

PROPOSITIONS FOR RATIONAL FUNCTIONS.

EXPRESSION OF A GENERAL PERIODIC FUNCTION BY THETA FUNCTIONS.

77. In what follows we have in mind the theorem, formulated by

Kronecker (Werke, Ii. (1897), p. 275 £f.) that the points (z^, z.^,...,Zn)

satisfying any set of polynomial relations

(7i(^i, ..., Zn) = 0, ..., Gm{Zi, ...,Zn) = 0,

are those belonging to a certain number of irreducible algebraical constructs,

each of these constructs being represented by a set of equations of the form

// \_n _ yn—h+i _ 4>n .

herein x-^, x^, ..., Xn are independent general linear functions of ^i, ..., Zn, to

be used to replace these in the original equations and so eliminate any

accidental want of parity in the way in which z-^, ..., Zn enter into the

original equations, the function / is a rational polynomial in y with

coefficients rational in x^,...,Xn-]c which is irreducible in this form, and

/' denotes dfjdy, while (pn-k+\, •••> (f>n
^^'^ polynomials in y with coefficients

rational in x^, ..., Xn_ic. Points (xi,.,.,Xn) for which simultaneously f—0
and y = do not arise for all values of x^, ..., x^-h, but only when these are

connected by relations, and thus are given, in the arrangement here taken, by

equations of the form above with h changed into ^* + 1 ; in other words the

algebraical construct above, until conventions as to its limiting points are

introduced, is an open aggregate. To place the result in a clearer light we

reproduce the proof in outline.

Having introduced the variables x^, ..., Xn'm place of ^i, ..., 5?,i, take

y = UiXi + ... + Un<^n)

where u^, ..., Un are constants, to be retained as explicit indeterminates* in

* For Kronecker's insistence on the significance of Gauss's introduction of such quantities,

see Werke, ii., p. 355. The discussion of the distinction to be made between them and numerical

quantities is a matter of interest. One striliing illustration of their use is in the problem of the

theory of Groups, of finding a function unaltered by a specified sub-group but altered by any

transformation of the fundamental group which does not belong to this sub-group ; it may some-

times be easy to find such a function involving explicit indeterminates while difficult to specify

precise numerical values which may replace these and leave the property of the function unim-

paired. In the paper referred to, Kronecker gives other illustrations ; and in the theory of

irreducibility a theorem of Hilbert's, Crclle, ex. (1892), p. 121, may be cited.

B. 1«
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the succeeding work. Thereby, after multiplication by a proper power of Un,

replace the original equations by polynomials in y, x^, ..., x^-i and u^, ..., it,^;

each of these may be supposed decomposed by rational processes into a

product of irreducible polynomials in y, whose coefficients are rational in

^1, •, ^n-i ,Ui, ..., tin ; and, of any one of these irreducible factors, entering into

any one of the polynomial equations, all powers higher than the first may be

removed. The original equations are then replaced by a set of equations

-"1 xVi ^1) • • • J ^n—1 j =^ ^j • • • J -"»i (2/' ^1' • * ' '^n—\) ^ "j

in each of which the left side is a product of first powers of irreducible

polynomials; all points {z^, ...,Zn) satisfying the original equations satisfy

these, and conversely.

If now these polynomials H^, ..., Hm have a common rational irreducible

factor, let it be F:^{y, Xi, ..., Xn-i), and let H^./F^ be if,.; the points satisfying

the original equations thus satisfy, either,

-^1 KVy ^i> ••'
> ^11—i) — "j

or, all the equations

i^i KVi ^i5 • • ) *'m—i) — ^) • • ) J^m \y> '^D • • • > ^n—i) ^^ ^>

and conversely. Consider now the latter equations ; form from these

the two
XjiTi + . . . + \nKm = 0, /J^iK^ + . . . + fMmKm = 0,

wherein Xj, ...,\m, /Ai, ...,/Am are undetermined multipliers; from these two

the variable Xn-i can be rationally eliminated, and the result arranged as a

polynomial in the 2m quantities Xj, ...,\n, H'l, ••• >/*)«> whose coefficients, say

Li, L2, ..., are rational integral polynomials in y, Xi, ...,^„_2. Any set of

values of y, Xi, ...,Xn-i which satisfies all the equations Ki = 0, ...,Km =
gives then a set of values of y, x-^, ...,Xn-2 which makes every one of these

coefficients Li,L.2,... vanish; conversely every solution of the system

X/j yy, Xi, ..., Xn—o) = U, x/2 v^ > ^1 > • • • > ^n—2) ^^ ^t • • • >

taken with an appropriate value of x^-i, independent of Xj, ... ,\nyl^i> ,H'm,
gives a set of solutions of the equations iT^ = 0, . .

.
, K^ = 0.

We can then proceed with the equations Li = 0, L^ — O, ... precisely as we
did with the equations Hi = 0, . .

.
, Hm = ; obtaining first a single equation

Fo(y>a)i,...,Xn-2) = 0,

and then a set of polynomial equations in y, Xi, ..., Xns', and so on.

Eventually the original system of equations is replaced by a set

Fk{y,x^,..., Xn-k) = 0, (^ = 1,2,..., n),

wherein any one or more of the n equations F^ = may be absent ; any

solution of the original equations gives rise to a solution of one of these

equations, and conversely, any solution of the equation Fj^ = 0, coupled with
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appropriate values of the k variables ocn-k+i, ,0Bn, gives a solution of the

original equations. These appropriate values are determinable at once. For

let /(y, £o\, ...,Xn-k) be a factor of Fj. which is rational in y, cci, ...,Xn-k and

irreducible in this form ; the equation / = 0, wherein the indeterminates

III, ..., Un enter, may be written more at length in the form

J \UiXi + . . . + U-iiOS^i, Xi, ... , Xn—hy 'f-hi • • •
J Un) =^ "

5

we seek the solutions x^, ..., Xn independent of u^, ..., u„ ; we may then

differentiate in regard to 'Un-k+r, and so obtain

or say osn-k+r = 7?"^''
,

(r = 1, 2, . .
.

, k).

The original set of equations is thus replaced by a series of sets of equations

each set of the form

If there are points, independent of the indeterminates Ui, ..., u^, satisfying

the equations

J (2/j ^1 » • • • J ^n—k) = "j 5TT KV^ ^1 > ' • • 5 ^n—k) — ^;

these will also satisfy an equation, obtainable by elimination of Xn-k from

these, of the form

F(y, «i, ...,Xn-k-i) = 0,

from which as before the appropriate associated values of x.^^k, •••,^n are

deducible.

By the foregoing any set of equations connecting x^, ...,Xn is replaceable

by the single equation obtained by setting equal to zero the product of

a set of factors of the form f{y,Xi, ...,Xn-k). For example the three

equations

y — z^ = 0, yz — x — 0, xz — y^ = 0,

which represent a cubic curve in the space (x, y, z), are replaceable by the

single equation

/ {t, x) = {t — xuf — Sviux (t — xu) — x{v^x-[- w^) = 0,

where t = ux + vy + luz,

from which the appropriate values of y and z are obtainable. It is found

Ijere that the two equations

f{t,x) = 0, ^l{t,x) =

are only satisfied when

vH = %d^ {wu — v^),

18—2
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which gives no point independent of u, v, w. Or again the two equations

z + ax^ + by^+2g2a) = 0, z + a'x^ + b'y^ =

are replaceable by the single equation

f(t, x) = {{t - ux) {h-h' - 2gb'x) + (ha - b' a) wx"Y

+ x^v^ {b — b' — 2gb'x) {a — a' — 2ga' x) = 0,

and here, by eliminating x between the equations

f(t,x) = 0, f^{t,x) = 0,

we arrive at

t [4!g^at -2g(a-a')u + w(a- aj] = 0,

of which the former factor gives the double point x=0, y = 0, z = of the

curve, and the latter factor the point

a — a'
„ (a — ay

2go! "^ 4^'

a

But this replacement, of a set of equations connecting a?i, . .
.

, *„, by a single

equation such 'A&f{y, Xi, ..., Xn-i) = 0, or Iif{y, x-^^, . .
.

, x^-h) = 0, is dependent

on the retention of the indeterminate quantities u^, ... u^. A single irreducible

algebraic construct of dimension n — k, in space of n dimensions x-^, ...,Xn, is

not necessarily representable by k equations connecting x^, ...,Xn, without

indeterminates ; that is, any k such equations may be such that they neces-

sarily represent other constructs beside that which they are constructed to

define. For example*, consider in three dimensions a quintic curve having a

chord which cuts it in four points. It is known that no quadric surface

contains this curve ; if we seek to define it by the intersection of two surfaces

these must at lowest be cubics, and will have a further intersection; if we seek

to define it by three surfaces of orders /x + S, v + S, p + 3 passing through it,

these will have other points common, in fact of number

fivp + S (vp + pfi + fxv) + 4 (//, + V + p),

which number vanishes only when all the surfaces are cubics ; but three

cubics do not define the curve since, being met by the four-point-secant in

four points, they all contain this secant. It is thus impossible to assign three

surfaces containing the curve which have no other common point; and four

surfaces are necessary. And in general the theorem is stated by Kronecker

that to define a construct, or system of constructs, of whatever dimension, in

space of n dimensions, n-\-l polynomial equations are sufficient, and may be

necessary f.

78. Let f{y, x) be an irreducible rational equation of order k in y.

Consider the aggregate of all rational symmetric functions of n arbitrary

unconnected pairs (^j, y-^), ..., {x^, yn), each function being rational in the

* Vahlen, Crelle, cviii. (1891), p. 346.

t For a proof, see Molk, Acta Math., vi. (1885), p. 159.
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2n quantities x-^, ...,Xn, yi, ..-yyn, a-nd symmetric both in regard to x-^^, ...,Xn

and in regard to yi,...,yn- Particular cases of such functions are the

coefficients of the powers of 6 in the product {6 + x-^ {9 + x.^ ... (^ + *•„),

namely

^1 ^ a^i + . . . + A',j, q'z^^ X1X2 + . . . + X^^iXn > • • • ) ^n^^ XiX,^ .

.

. X^.

It is known, if x = c be an arbitrarily taken particular value of x, that

rational functions gi(x, y), ..., gic-ii^, y) can be chosen, unconnected by any

equation

'^0 + '^kgi (^, 2/) + • • • + ^A-i 9k-i {^, y) = ^

in which Ug, Ui, ...,Ujc-i are rational functions of x, becoming infinite for no

(finite or infinite) value of x other than x = c, in terms of which all otlier

rational functions of x and y, which become infinite only for the points at

which x = c, can be expressed, in the standard form

Po + Pi9i (x,y)+...+ Pk-i9k-i («, y),

where Pa denotes an integral polynomial in (x — c)~^; every function of

the form
[A + A,g, (x,y)+..,+ A^^^ g^-i (x, y)]/{x - x,),

wherein A, A^, ...,Ajc_i are constants and x^ is not equal to c, must then

become infinite for some one of the (k or less) places at which x ^ x^, since

otherwise, being then only infinite for x = c, it would be capable of expression

in the previous standard form (see the author's Abel's Theorem, Chapter IV.).

Let pi, ..., 'Pk^i be any such integers that

{x - cy^gr {x, y),...,{x- cyk-^gk-i {x, y)

all vanish for every place x = c. Take undetermined constants Xi, ...,X,jfc_i,

and put

H {x, y) = \{x- c)P^g, (x,y)+...+ \k_, (x - cy^-'gjc-i (x, y) ;

then 7] = H(x^,yi)+ ...+H{xn,yn)

is also a rational symmetric function of the n places {x-^, y-^, ... ,
{x^, yn)-

It is clear that any rational function of ^j, ..., f^, 77 is a rational symmetric

function of {xj, y^), ..., (xn, yn); we proceed to shew conversely that any

rational symmetric function of (x^, y^, ..., {xn, yn) is rationally expressible

by fi, .•,^n,V-

To any value of x belong k values of y, which, save for a finite number of

values of x, are different; thus when ^1, ...,^n are assigned, and thereby the

set x-i, ...,Xn, there correspond t^ values of t}, say 7}^^\ 77'-*, ... ; the product of

the k^ factors
(^_^(l))(6l_^(2))...

is then rational in |i, ..., ^n, and there exists an equation

P{v,^i,"-,^n)=0,
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of order k'>^ in tj, rational in ^i, ... , |w, 77. We proceed to shew that it is not

the case that there exist equahties between the values of rj which are the

roots of this equation for all values of ^1, ...,^n and Xj, ...,Xfc_i.

For any two of the k'^ values of ij are of the form

H{x„ y/^) + ... + H{x,^, yj^); H{x„ y,^'^)+ ... + H(wn, yn^'^),

where, of the n couples, {i, I), ..., (j, J), not every one can consist of two

equal integers ; suppose ^ ^ / ; the difference of these values of rj is

\ (w, - cy> [g, (oo„ 2/i<''>)
- g, (x„ y^^'^)] + ...

+

+ Xi (xn - c)^' [g^ {xn, yj^^) - gi {^n> 2/71
<'^')] + • • •

+ X;fc_i (Xn - cYk-i [gj,_^ {Xn, yn^^^) - gic-i i^n, Vn^'^^}]
',

if these were equal for all values of x^, ..., Xn they would be so for

X2 = c, Xs = c, ...,Xn = c, and therefore

Xi {x, - c)P' [g^ {x„ 2/i<*")) -g, (x„ 2/i<'')] + •••

+ \k-i (^1 - c)^^-i [gjc-i (^1, 2/1 '^0 - gk-i (o^i, 2/1'^*)]

would vanish for all values of x^ and all values of Xj , . .
.

, X^-j ; for all values of

Xi we should then have

gd^^i, 2/i*'')=5'i(«^i. 2/i*^'X •',gh-x{oou 2/i*'0 = <7fc-i(^i, 2/1*^');

suppose this were so, taking a value of x-^^ for which the corresponding values

of 2/1 are all different; denote gr(a;i, 2/1'") by a,.; we can choose A^, ..., Ajc^i

so that the k — 2 expressions

Aigii^i, yi^'^)-a,] + ... + A!c-^[gjc-i{x„ 2/i'*')-%-i]>

for s equal in turn to the values from 1,2, ..., k other than i and /, are all

zero : then the function

G = A^ [g^ (x, y)-a,]+... + Ak_-y [g^-i (x, y) - a^^^]

would vanish for all the k places at which x = Xi, and the function G/{x — Xj)

would not be infinite for x = x^. We have seen that this is impossible.

We can therefore give particular numerical values to \^, ..., \k-\ such that

the integral polynomial in ^1, ..., ^n obtained by elimination of ?; between

^=0 and dF/d7) = is not identically zero. And if ^ be any rational

symmetric function of the n places (xj, y^), ..., {xn, yn), and fx, be an

undetermined constant, the function of rj + fi^ satisfies a rational equation

for which F,{r^,^„...,^n,^)-F{^, |„ ...,f„,);

thus we have
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whereby ^ is expressible rationally in terms oi ^i, .,., ^n>V> for ^^^ values of

these other than those for which F=0, dF/dr] = are both satisfied. It may
be remarked also that the function F(i], |i, ...,^n)) regarded as an integral

polynomial in 77 with coefficients rational in fj, ..., |^„, is irreducible; for y^ is

known* to be a monogenic function of w^ ; thus 77 is a monogenic function of

a?! , and therefore also of ^1, . .
,

, os^, and therefore also of ^1, . .
. , ^„ ; thus if there

be two or more rational factors of F(r], f,, ..,, f„) they must be identical and

F must be a perfect power ; we have however seen that the values of rj are in

general different.

Consider now the correspondence between the set of places (x^, y-^), ..., {x^, yr^

on the Riemann surface, and the place (^i,...,^n, 'q) of F('r],^i, ...,|^,j) = 0.

When (xi, y-^, ..., (xn, y-n) are given, the place (^1, ..., ^n, v) is determined

without ambiguity by means of ^1 = Xi+ ... +Xn, ... , ^n — ^1^2 •-• ^n and

rj = H(xi,yi)+ ... + H{xn,yn)' When ^1, ...,^n are given, the set x^,x.^, ...,Xn

is determined ; and, if r be any positive integer, the function

Xi yi + ... \- Xn yny

which is rational and symmetrical in (i»i, y-^, ..., {x^, yn), is, by what we have

proved, rational in ^1, ..., |^„, 7), so that we may write

x/y,+ ... +Xn''yn = Pr{v, ?i> •',^n); (r = 0, 1, ..., (u - 1));

from these 7i equations y^ is determined rationally in terms of x^, ^j, ..., ^n, V-

The place (^i, ...,^n, v) thus determines uniquely a set of places (xi, y-^, ...,

Kpm yn}'

79. Let 1^1, ..., ^n he independent variables, and tj an algebraic function

of these, determined by an irreducible polynomial equation F{7], ^i, , .
. , |,i) = 0,

Consider a certain infinite aggregate of rational functions of ^i, ..., ^n,V, not

including necessarily all rational functions, but such that any rational function

of two or more of the elements of the aggregate, with constant coefficients

(belonging to the assumed rationality-domain), also belongs to the aggregate.

It is then evident that any n + 1 functions of the aggregate are connected

by a rational relation, but it may be that a rational relation always connects

a certain less number of the functions. Let yu, be the greatest integer

such that there are fi of the functions unconnected by a rational relation

{fi^n), and ^i, ..., 0^ be (jl functions of the aggregate not so connected;

then every /u, + 1 functions of the aggregate are connected by one or more
rational relations ; thus if -v/r be any function of the aggregate other than

<^i, ...,</)^ we have an equation (i/r, (^j , . .
. , ^^) = 0, and, if, in this, for

•y^, (f)i, ..., ^^ are substituted their rational values in terms of fi, ..., f„, 97,

the equation is either satisfied identically for all values of ^1, ..., |,j, tj, or, if

not, the result contains 77 and, when arranged as a polynomial in 77, divides

* Of. § 52 above, and Proc, Lond. Math. Soc, iv. (190G), p. 116.
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by i^ (77, ^1, ... , ^„). We can suppose the equation (-v/r, ^1, . .
. , ^^) = arranged

as a polynomial in -v/^ ; if it be not irreducible let it be arranged as a product

of irreducible polynomials iu -v/r with coefficients rational in (jbi, ..., <^^ ; two

such polynomials which are not identical cannot both vanish identically in

virtue of F {t], ^j, ..., |^,i)
= 0, or there would exist a rational relation con-

necting
(fji, ..., (fi^ only; contrary to hypothesis. Similarly there cannot be

any other relation {^jr, <^i, ..., <f)^}=^0 independent of (x/r, </>!, ..., <^^) = 0.

There is thus one irreducible relation ['^, ^1, ..., ^/x]=0, of which every

other rational equation connecting -yjr, (j)j, ..., ^^ is an identical rational

consequence.

Consider now the equations

<^i=a^, ...,
(f>^
= af„ F(7], ^1, ..., ^n) = 0,

for independent undetermined values of a^, ..., a^. These equations may be

satisfied by points or constructs which do not vary when (Xj, ..., a^ vary, or

for which one or more of the functions </)i, ..., ^^, F is indeterminate; such

solutions we do not consider : we desire to make it clear that the solutions of

these equations, variable with aj, ..., a^, and holding independently of any

relation connecting the values of these, which give definite values to each

of the functions (j)^, ..., c})^, F, consist of constructs of (n —
fj,)

(complex)

dimensions. The first equation ^i = «i, coupled with F = 0, has for solution,

variable with aj, one or more constructs of (n—1) complex dimensions; the

points of such a construct which give to cf)o a determinate value will not,

unless further conditioned, render ^2 equal to a^ for any value of ag 5 thus the

points to be considered which satisfy both ^i = ai, and ^2 = a2j are upon one

or more constructs of {n — 2) complex dimensions. And so on*. Let then

N be the number of irreducible algebraic constructs of (n— fi) dimensions

satisfying the equations, variable with a^, ,.., a^. Any function o/r, rational

in ^1, ..., ^,1, 7;, is capable of taking every complex value upon such a

construct unless it is constant upon the construct : by hypothesis we are now

only considering functions -dr such that there exists a unique irreducible

rational equation [-v/r,
cf)i, ..., 0^] = ; the values of -v/r, for points (fi, ..., ^,j, 77)

giving definite values aj, ..., a^ to ^1, ..., ^^ and variable with these values,

are therefore finite in number : we infer therefore that the function yjr is

constant upon each of the N constructs given by <^i = ai, ...,(^^-=a^, F=0.
There is thus an upper limit JSf, independent of i/r, for the order in -yfr of the

equation [i/r, <^i , . .
. , ^^] = 0, though this limit may not be reached.

* Or thus : if i^" be of order k in yj, and ^j''') denote 0^ (ijC), ^^ , ... , ^J, the product (o- - <pji^1) ...

(o- - 01 <*^') is manifestly rational in fj , . . . , f„ , and thus ^j satisfies an equation f((pi, fi , . .
. , fj = 0.

If not irreducible this is a power of an irreducible polynomial ; for an equation

./i['^i('7, fi,-..,u fl.••,s^J=o,

satisfied by one root?? of F{7], fj, ... , |,j) = 0, is satisfied by all roots. Thus the equations above

lead to irreducible equations £fi(«i, ^u ••
. ^n) = 0, ..., Hn{a^, fj, ... , 4„) = 0, which, excluding

rational functional relations connecting «i, ... , a^n, are independent.
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We may then take for -^ a function, among the aggregate of rational

functions of ^i, ..., ^,1, ^ under consideration, for which the order in -^ of the

relation [-v|r, 0i, ... , ^^] = reaches the highest vahie, say M, which is attained

for any of these functions : the values of -v/r upon the N constructs, if

M <N, are then repetitions of N different values, which we may denote by

61, 60, ... , 6jif ; we call a set of one or more of these constructs upon which -v^

has the same value a i/r-range. Now let x ^^ any other rational function

of the aggregate under consideration ; as before it is constant upon each of

the N algebraic constructs ; we can prove that its value is the same upon all

the constructs constituting any i/r-range. For let the different values which

it takes upon the N constructs be denoted by Ci, Cg, ..., and let X be a

constant not equal to any one of the finite number of quantities {hi — hj)/(cp — Cq);

consider the function -v/r — A,^. In virtue of the restriction upon the value

of \, this function, -v/r — X^^, cannot have the same value for two constructs

not belonging to the same v/^-range, for upon these constructs the values of

-yjr are different ; it has then at least M different values upon the iV" funda-

mental constructs, and it will have more than M values unless it have the

same value for all the constructs of every i^-range ; but, by hypothesis, there

is no function of the aggregate considered with more than M different values

upon the fundamental iV constructs. The function -yjr — Xj^^, and therefore

also T^, has thus the same value over every i/r-range. If then e^, e.2, •.., ej^

be the values of -v/r — X^ for the various i/r-ranges, there being, possibly,

equalities among these values, the function -v/^ — A,% satisfies an equation

Hi={'\lr — Xx> ^ij---j^M» ^} = 0> whose roots, when ^1 = «!,..., ^^ = CV, are

61 , . .
.

, ejyi, and we have

[yjr, (^1, ..., (f)^, 0] = [-f, (/)!,..., (f)^],
=H, say.

Hence we have

Thus every rational function of ^i, ..., ^n, V> belonging to the aggregate

considered, is rationally expressible by ^1, ..., ^^ and -i/r. This is the result

we desired to establish.

80. We are now in a position to establish clearly the theorem, which was

one of the main objects of the Second Part of this volume, that tJie most

general single-valued mtdtiply-periodic meromorphic function is expressible hy

theta functions.

Let (f){Ui, ..., Un) be such a function, with period system tn-. As shewn

in Chapter vii. (p. 199), we can obtain a Riemann surface, of deficiency p, upon

which there is a defective system of integrals of the first kind, of number

'^<P> whose period system at the period loops, 11, is expressible in the form
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n = mh, where A. is a matrix of integers of type (2%, 2p) ; these integrals

being denoted by u^'*^, ...,u^^''', the congruences

tii*>'«> + ... +«i^»'««= Ci,

(Mod. n),

wherein (ttj), . .
. , (a,i) are arbitrary places upon the Riemann surface, are

satisfied by a finite number of sets of places {x-^), ...,{x,^, whose number

we have found (p. 250). The function (f)(Ui,..., Tin), considered under the

form

</) (t(/" '*' + . . . 4- lii^»' ^",
, Un^^' "' + ...+ Itji'*"' "'«),

is a rational function of each of the places (x^, ..., (xn), as we have already

remarked, and is symmetrical in regard to these. It may then, as proved

in this chapter (p. 279), be regarded as a rational function of 7i + l variables

fij •••5 In; V> which are connected by a rational equation F(i], ^j, ..., ^„,) = 0.

Any single-valued meromorphic function of Ui, ...,Un with the periods ot,

is similarly rationally expressible by ^i, ••, ^n>V'i ^^^ any rational function

of two such meromorphic functions with these periods is equally a single-

valued meromorphic function with these periods. The aggregate of single-

valued meromorphic functions of f/j, ..., Un with the periods ot is thus such a

corpus of rational functions of ^i, ... , ^n, V as that considered in § 79 (p. 280)

;

and from among them a certain number, fi + l, of periodic functions, them-

selves connected by an irreducible rational equation [yjr, (pi, ... ,
(f>^]

= 0, can be

selected, in terms of which all others are rationally expressible, the number

fjL being ^ n. And in particular, a single-valued meromorphic function of

C/i, ..., Un which is periodic with a system ztq in terms of which the system

-ST is expressible in the form ib- = OToZT, where ^ is a matrix of integers, even

though '570 wiay not be similarly expressible by -nr, is expressible rationally by

fi + 1 functions with period-system zr ; for it too has ts- as a period-system.

This result is in itself of great interest. To apply it to the case in

hand, it will be clearest to use the notations previously employed (p. 225)

;

we had

where ^ is a unitary matrix of type (2??., 2w), sr/ is a matrix of type (n, 2?i)

and (-nr/, 0) of type (n, 2p) of which the last {2p — 2n) columns consist of

zeros, / is a matrix of integers and G a unitary matrix of integers of type

(2n, 2n) ; we thus have

Therefore a function <f){U, ot), of Ui,..., ?7,i, with periods -ay, is a function

with periods w' and conversely ; it therefore has periods txr/, and, by what
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has been proved above, is expressible rationally in terms of functions

y^r
( U, tsr/), with periods -ot/, though the converse is probably not the case

;

putting

r

a function >^{U, -ot/) becomes a function of Fj, . .
.

, F,j with periods {d~^, ajr) 0,

and therefore with periods (c^~S ^/^)) since G is unitary ; a function ^{U, •ur)

is thus expressible rationally by functions of Fj, ..., F„ with periods

{d~^, (r/r), and therefore by functions %(F; 1, (r/7'), with periods (1, a/r),

though the converse does not hold. We have previously shewn (p. 227)

that we can form theta functions @(F; cr/?^), with quasi-periods (1, cr/r), and

from these we can form periodic functions with periods (1, (t/v). It appears

thus that the functions
(f)

(U, w) are expressible rationally in terms of

functions

which can be formed from theta functions ® (^ ; 1, -)• And this is

the result*.

81. The theorem established in this chapter that any single-valued

meromorphic function of n variables with 2n sets of periods (obeying the

necessary relations, see p. 224), can be expressed by means of theta functions,

may be obtained in other ways. We give some account of two.

For the firstf it is necessary to prove the following theorems

:

(A) If 01 , . .
. ,
^,1 be w such functions, whose Jacobian 9 (0i , . .

.

,

(j)n)/d (ui ,..., Un)

is not identically zero, there exist sets of n constants ai, ...,an, such that the

solutions of the equations (^j = ai, ...,(/>„ = «„ which vary with aj, ..., a^ and

give definite values to all the functions (^i,...,0„, consist only of isolated

points, at each of which the Jacobian 3(01, ...,<pn)/d(ui, -..yUn) has a definite

finite non-vanishing value. Let the number of these points in any period

cell be N.

(B) If then 0„+i be another such function, having the periods of the

functions 0i, ..., (fin as primitive periods, we can form from (f}.n+i a single-valued

meromorphic function with these periods, whose values, at the N solutions

of 01 = «!, ...,0,1 = a„ lying in any period cell, are all different.

(C) The functions 0i,...,0„, 0„+i are connected by a rational relation;

in terms of them any single-valued meromorphic function with the periods

in question can be rationally expressed.

* The steps indicated by Weierstrass (Werke, iii. (1903), p. 113) are different from those

used here.

t Wirtinger, Monatshefte fiir Math. u. Physik, 1895 (Jahrgang vi., p. 69).
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(D) Such a set of {n + 1) functions is furnished by a function i/r, having

the periods as primitive periods, and its first partial derivatives.

(E) A linear aggregate with undetermined coefficients of the second

partial logarithmic derivatives ^rs(u) of a theta function '^{u, r), has the

period (1, t) as primitive periods.

(F) Such a linear aggregate is expressible rationally in terms of theta

functions.

The proof of (A) may be carried through on lines similar to those we

have previously adopted for the equations /j = x, ¥^ = 0, ..., F^ = (pp. 199 ff.).

Or may be made to depend on the fact that each of ^i, ..., (f)n and the

Jacobian A may be regarded as a rational symmetric function of n places

upon a Riemann surface ; there is thus a rational irreducible equation

(A, </>!, ..., </),i)
= giving the values of A when

(f)i
= aj, ...,(/>„ = a^. But the

theorem would seem to be true of any single-valued meromorphic functions,

whether periodic or not. For (B), if tt'^', ttC-' be two incongruent solutions

of ^1 = tti, ...,</)« = a„, while we may have ^„+i(w<^') = ^,i-|.i(w'^'), not every

differential coefficient of (j)n+^ can have the same value at w*^* and ^t<^>, since

the difference w*^' — tt<-' is not a period of the function ^n+i- Let ^'n+i be a

differential coefficient for which 0',i+i(m'") is not equal to ^',1+1 (w*^'). Taking

another pair of points satisfying 0i = ttj, ...,<^,j = a„ we can similarly find a

differential coefficient (p"n+i not having the same value at these points ; and

so on. A linear aggregate of such differential coefficients is such a function

as is desired. Denoting it by ^, we have then an irreducible rational

equation (<^, ^1, ..., ^n) = of order N in cf), and if % be another function with

the periods considered, we similarly have {(jj + fix, (f^i, '•,<pn, f^}
= with

{(}),(f)j,...,(f)n,0] =(</), (^i,...,<^n). Differentiating {(jj + fj,x,(l>i, -..ycjin,/^] =
in regard to /a we obtain the expression of ^ i^ terms of

<f),
cpi, ...,^n,

postulated in (0). The theorem (D) depends on the facts that the Jacobian

of the first n partial derivatives of yjr is not identically zero, while the values

of t/^ for the solutions of d'^jdih = a-^, ..., d-^jdiin = cin are different, if aj, . . ., cin

be suitably taken. Theorem (E) is very easy to prove, and theorem (F) is

obtained by taking second logarithmic derivatives of such a formula as

expresses ^ {ii + v)'^ (u — v) in terms of theta functions of u and v (for

example, Abel's Theorem, pp. 457, 516).

A second method of proof is of an entirely different character. It can be

proved directly that a single-valued meromorphic function of 7i variables with

2n systems of periods is expressible as the quotient of two integral functions,

having no common zeros save where the given function is indeterminate

;

and that these integral functions have the property that their second

logarithmic partial derivatives are periodic functions with the original

2n sets of periods. An integral function with this property can be directly
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proved (as in the next chapter) to be expressible by theta functions. The

writer may be allowed, for the proof of the first of these statements, to refer

to his own papers, Proceedings London Mathematical Society, Ser. 2, Vol. I.

(1903), p. 14 and Cambridge Philosophical Transactions, Vol. xviii. (1899),

p. 431 ; these are based upon the papers of Poincare, Acta Math. ii. (1883),

Acta Math. xxii. (1898), Acta Math. xxvi. (1902), and of Kronecker, Werke,

I., p. 198 (of date 1869)—Kronecker's paper deals with the problem of

extending theorems of Cauchy to functions of more than one variable, with

the use of integrals, and is in close connexion, not only with the theory of

multiple potential but also with his theory of Characteristics for systems of

rational equations, dimly foreshadowed by Sylvester* (GoUected Papers, Yo\. i.,

p. 528).

* For the theorem that a meromorphic function is expressible as a quotient of two integral

functions, the reader should also consult Appell, Liouville, ser. -1, vii. (1891), p. 157 ; and an

important paper by Cousin, Acta Math. xix. (1895). In connexion with the closely connected

theorem of the necessary relation among the periods of a single-valued meromorphic multiply

periodic function see also Wirtinger, Acta Math. xxvi. (1902), p. 133, and Poincare, ibid., p. 43.



CHAPTEE X.

THE ZEROS OF JACOBIAN FUNCTIONS.

82. Consider a single valued integral function f{u) of n variables

Ui, ...,Un, such that its second partial logarithmic derivatives have 2?i systems

of primitive periods, of matrix zr ; no one of these derivatives being expressible

by less than n linear functions of the variables, or having therefore (p. 203)

any column of infinitesimal periods. The periods must, as follows from

preceding investigations (p. 224), be subject to certain bilinear relations, with

integral coefficients, and obey certain corresponding inequalities, say of the

form

ariT^OT = 0, — inrH^oOCQOS > 0,

where H is a skew symmetrical matrix of integers and x denotes a set of

n arbitrary quantities, the suffix zero denoting the conjugate complex

quantity; it is of importance for what follows that we assume the periods

to allow only one such bilinear relation and corresponding inequality.

From the periodic derivatives we can as previously (Chap, vii.) deduce a

Riemann surface, say of deficiency _p, upon which «i, ...,tin may be regarded

as integrals of the first kind, forming a defective system if n< p; we use the

same notation as before, putting

n = 'rjrh, ghm = c, sr = -sr'g, -ot'c = ('STj', 0) = Hm, U = -ot/A;,

so that in k, which is of type (2n, 2p), the determinants of order 2n are

coprime, and we denote tlie matrix ot/ by a. Then from

XleapII = 0, — iUe^pTloXuX > 0,

we have ake^pka = 0, — iakespJ^oOCoX > 0,

which are the bilinear relations and inequalities in question.

The periods -sr/, or a, are sums of integral multiples of the periods ot, and

the second partial logarithmic derivatives of the function f{u) have the

quantities a as periods ; if then ct'-^' denote one of the 2n columns of the

matrix a, we have equations of the form

f(u + a^W{u) = exp. 27ri [6'^-' (u + la'i)) + c'^''], (j = 1, • • -, i^n)),
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where 6'-" denotes a column of n constants, and c'-^' a definite constant; from

these equations we infer

/ (w + ftW + «'-»)//'('") = exp. ^iri {[6<i' + 6''^>] [a + i^^ + ^ct*-']

and therefore, since the right side must be unaltered by interchange of the

exponents 1 and 2, the quantity i'^'ti'^* — 6<-*a'^* must be an integer; thus

if h denote the matrix of type {n, %i) whose J-th column is 6'-^*, the skew

symmetrical matrix ha — ab, of type (2w, 2w), must consist of integers. We
shall put

A = (a\ , so that A = l)a — ab = (h, - a) (a\ = (a, 6) ^^0, — V\ (a\ = A€2nA.

J).

fa\ , so that A = ha — ah = (h, - a) /a\ = (a, h) /O, — 1

\hj \h) U,

From the fact that ha — ah consists of integers it can be shewn at once * by

induction that the separate formulae lead, if m denote any row of 2/1 integers,

to

f{u + am) = e^''^^f{u),

where H = hm {u + ^am) + cm — \ ^ H^i^jmimj, (i, j = 1, ..., (2n)).

It can further be shewn, without recurring to the Riemann surface, if z

denote any 2n quantities not all zero, satisfying az = 0, and z^ their conjugate

complexes, that
— iiS^zz^ > ;

if s = ^+ it,', since A is skew symmetrical and A^^ = 0, this is the same as

-^A[r(-^•^+^rn = 2Arr>o,

or, as A = 6a — ah, and az = 0, it is the same as

— i {az . hzo — azo . hz) — iaz^ .hz > 0,

the quantity on the left being in each case real.

As will be seen, if we assume the determinant of A, or J., not to vanish,

this inequality is deducible by use of the Eiemann surface. But as, conversely,

an independent proof enables us to infer
|

A
|

={= 0, a fact important to us,

we reproduce the following remarkable proof due to Frobenius, Grelle, xcvii.

(1884). We cannot simultaneously have az = 0, az^ = 0, since the latter is

CL I

the same as a^z = 0, and we should have the determinant , of type

{2n, 2n), zero, contrary to the hypothesis of the non-existence of infinitesimal

periods. If v be any set of n arguments, t a single complex quantity, w = c + bv,

and ^ = tzQ + toZ, we have at once, identically, in virtue of az = 0,

g- iirf-azo . bza - ^ttU {to - Wg) Zg /• / _^ ^^ ^ ^- iTrttf^Azz^ i-wi [tw^z^ + IqIoz) ^ ^
^
/^.

* For instance, AheVs Theorem, p. 582.
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where L = e
-'^ ^2 ^i ^ j{v + af)

;

consider now Z as a function of the 2n real quantities ^ for variable values

of these, denoting it by L (^) ; we find at once, in virtue of the property of

/(«), if m denote any 2n integers, that

where H = - tti (A^m + 2 Aijiiiimj),

so that L(^ + m)IL(^) is of modulus unity; when every element of ^ is

positive (or zero) and less than unity, the function L (^) is, by its definition

above, manifestly finite ; thus a real positive quantity G is assignable such

that, whatever finite values z and t may have,

recurring to the equation (A) however, and regarding v and z as fixed, the

function of t on the left side,

is an integral function ; it must then be capable of becoming infinite when

t is infinite, and so therefore, if p denote the real quantity —ittAzZq, must

the quantity e<'*^'> ; but if p were zero or negative this would be impossible.

Thus we have as desired

— iAzZq > 0.

This assumes that % (t) is not independent of t ; we have, however, if

%(0 = %(0),

p - int-aso . bs„ / ('^ + taZp
) _ 2nit(jW - Wo) So

f(v)
~'

wherein, since az^ cannot be zero, the left side is a function of v, the quantities

t and z being regarded as constant ; on the right however the quantity

{w — Wo) Zq, which is equal to (bv — boVo) z^ or hz^.v — boZ^

.

Vq, if a function of v,

is a linear function—differentiation of this equation would then shew that

taZp is a system of periods for the second partial logarithmic derivatives of

f{v), and as t can be taken arbitrarily small this is impossible, these functions

having no column of infinitesimal periods.

Having then — iAzZf^ > or iaz^ .bz >0 when az = 0, it follows that we
cannot simultaneously satisfy the 2n equations az = 0, bz = 0; thus the

determinant of J. or f ,
j

, and therefore also of A or Ae^iA, is other than zero.

This being so we infer from A = AennA, first A~^ = — A~^e^n'^~'^, and then

- e^n = AA-^A = fa\ A-i («, 6) = faA-^\ {a, b) = /aA'^a, aA-^b\
,

[bj Ua-V Ua-^^, bA-'b)

and therefore aA-^d = 0, aA-^b = 1, bA-^b = 0,

while, if X denote a set of n arbitrary quantities, and we take 2n quantities
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z subject to az = ^, bz = x, or say z — A~^{0, oc), and write e for e^n, we
have, in virtue of _ _

A-' = ^-'Ae, A-'^ = eA„

- i^zz^ = - iA,-'AA-' (0, x) (0, a?,,) = ~ ieA^A-' (0, x) (0, «„)

= - ieA„A-'A€ (0, x) (0, ^o)

= iAo^-'A (- X, 0) (- x„ 0) = - iAA-'A, (- .^o, 0) (- x, 0)

= - i /aA~^ao, aA~''6o\ (— -"^o, 0) (- x, 0) = — ia/S.-^aoXQX,

[bA-%„ bA-\l

and the condition — iAzz^ > is thus equivalent with

— iaA~^aoXaX > 0,

where x denotes a set of ?i arbitrary quantities not all zero.

Let JR be the positive integer which is the first invariant factor of the

matrix A, namely the determinant of A divided by the highest common
factor of the first minors of A, so that RA~~^ is a matrix of integers whose

elements have no common factor other than unity; comparing then the

equations

ake^pka = 0, aRAr^ll = 0,

and recalling that the periods are subject only to one set of bilinear relations

with integral coefficients, we can infer that, if m be the highest common
positive divisor of the elements of the matrix keoph, we have he^ph^ + mR/A~^

;

comparing further the inequalities

— iake^plm^^Xf^x > 0, — iaAr^aQXQX > 0,

we can infer that the sign is positive, or

ke.ypk = inRAr^,

while, by the way, we see that, save perhaps for a + sign, the relation

— iAzZn > could in fact have been inferred from — iaAr'^'dt^XQX > 0.

83. In what has preceded we have regarded the Jacobian function as

given, and the Riemann surface as derived by means of it. But we may take

another point of view. Suppose we have any Riemann surface of deficiency

p upon which are n integi-als of the first kind forming a defective system, the

period matrix IT of these integrals being expressible by a matrix of 2n columns

a, in the form 11 = ak, where, in k, which is of type {2n, 2p), the determinants

of order 2n are co-prime ; then we may consider integral functions of n

variables whose second partial logarithmic derivatives have the periods a.

That such functions always exist is clear from p. 227 ; they can be formed by

the help of theta functions. The matrix k€2pk, and the number m, which is

the highest common factor of the elements of the matrix ke^pk, will then be

determined by the Riemann surface ; but the matrix A = ba — ah, though

containing, in the case of all the functions considered, the same matrix a, may

B. 19
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vary from fnnction to function, and therewith also the number R, the first

invariant factor of A, while i2A~\ = — ke^nh will be the same for all.

Taking this point of view, consider n Jacobian functions fi(u), ...,/„ (it);

we proceed to prove that the equations

have a number of sets of simultaneous' solutions given by

N = R,R,... Rn (n l)/\/\ RA-'
\

,

and that, if (wi"^', ih^^^ ..., Wn'^*) be one of these sets,

where Ga is independent of e<^*, ..., e*'**, and vanishes, save for i\^th parts of

periods, when each of the functions /i, ...,/„ is either even or odd.

Consider, first, one of the Jacobian functions, which we shall denote b}^

f{u). If we put ^a{u) = d\ogf(it)ldUa, and regard Ui,...,itn as integrals of

the first kind upon the Riemann surface, the number of zeros of f(u — e) upon

the surface is the value of the integral

^. \d \ogf(u - e), = 2^. j [^1 (u - e) dih + • . . + ^n (?' - e) du^X

taken round the edges of the period loops. When however the arguments u

are respectively increased by the elements of one of the columns of the

matrix 11, = ak, the functions ^^{u — e),..., ^n{u — e) are increased by the

elements of the corresponding column of the matrix 27ribk ; thus, if we put

U = hk, the value of the integral above is

or 2{UU-UU)jj+^,
3

that is S [// (ha — ah) ^]j, j+^,
3

or S (A;AA;)j^j4.p.

j

Now, if k be any matrix of type (2?i, 1p), and A any skew symmetrical

matrix of type (2?^, 2w), we have

i=i
'

<T=i

P<(T

tor ylCl\K)fi^v= ^ n^p, n ^p, <T "^<r, r = ^ ^Pjart-p, /x"^<r, r = ^ ^p,<j \'>'p, iiko,v
—

ka^y^kp^t,),

p,<T p, cr p, <T
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P _ p<(r p
SO that S (kAk)jj^p= S Ap,<, 2 {kpjKj+p— k„jkpj_^.p)

p<0- _ p<or

= -2 Ap^„(ke2pk\a= 2 /^a,p{ke»4,k)p^„

p, (T p, O*

p,<T (r=l

the identity, for p < a,

\"'^2p "'/p, cr =^ -^ \'^p,j'^a',j+p '^o,j'^P,j+p)^

being at once obvious (cf. Appendix to Part II, Note iii).

In our case we have
ke^pk = mRi^"^,

and the number of zeros is

i 2 {^.mR^-%^^=mRn.

If these zeros be at {x^, {x^, ... , the sum

is (cf. p. 284) the value of

-2^jc^Walog/(u-e),

taken round the period loops, save for a sum of integral multiples of the

elements of the ath row of the matrix 11, that is, save for a sum of integral

multiples of the ath row of the matrix a. When the arguments u are

increased by the elements 11 <-^'* of the jth column of 11, the function logf{u — e)

is increased, save possibly for integers, by

27ri fT'i) (tt-e + ^U <^'>) + 27^^c^^<^» - ttiK (i\

where if'''* is a certain integer ; the portion of the integral under considera-

tion which contains e,, ..., e,i is thus

p n

n

or* 2 e^iUe^ U)a,p,

n

or 2 e^{akeipkh)a,&,
/S = l

= Rm 2 e^ (aA~^6)„,^,

* For if n = (IIi, Ho), IJ=(V-^, U^), where IIj, etc. are of type {ii, p), we have

Crl)m-'"-'''m
and the (a, p)th element of this is

19—2
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and, as we have seen that aA~^b = 1, this is

Itmea.

Thus if (a^), (a.2), ... be the zeros of f(u) and (x^), (x^), •• the zeros of

f(u — e) we have
mSn
2 w„«^A'«A = mRea

,

(a = 1, . .
.

, n).

It follows in the same way that if/ be any function of position on the

Riemann surface, which is capable of expression about every point of the

surface by a converging series of positive and negative, but integral, powers

of the parameter for the point of the surface ; but has only poles and no

essential singularities, so that the number of negative powers of the

parameter is finite in every such series; and the function be single valued

on the dissected surface ; and its value /'•'' on the left side of the jth period

loop (^' = 1, . .
. , (2p)) be equal to /e-"'^'-^', where / is its value on the right side

and ^'" is of the form

Qhk^j) [uf"'" - q] + W^\

where Q is a single number independent of j, q a set of n numbers inde-

pendent of j, i^'" is a quantity independent of x and q, and 6A;'-'' denotes the

elements of the jth. column of the matrix hk, or U, previously occurring,

then the difference between the number of zeros .«/, x^', ... and of poles

Xi", Xo', ... of the function is

QmRn,

and we have S?/^'^ — S^t^'V = QmRq + A,

where A is independent of q. We use this result in what follows.

Considering s places (^1), ..., (xs-i), (x), we shall denote the value of

the integral of the first kind at these places, with definite lower limits, by

Ml, U2, ..., Ug-i, u respectively. When we have a set of s equations

/(w-i-f ... +?^.5_i-ei) = 0, ...,fr{ih+ ... + Ms_i - e,.) = 0,

fr+i («i + . . . + th-i + W - er+i) = 0, . .
. , /s (Z*i + . . . + Ws-i + M - ^s) = 0,

in the s variables {x-^), ...,{xs-i), {x), wherein fi,...,fs are, as has been

explained, Jacobian functions, with the same quasi-periods of matrix a, of

which it will be noticed the first r equations do not contain (x), we shall say

that we have the case (s, r). The case (s, 0) is then that in which the s

variables enter into each of the s functions ; the case (s, s) would be that in

which the variable x does not enter at all, and does not arise ; thus we may
have ?^ = 0, 1, . .

. ,
(s — 1). For simplicity we write e^, instead of e'^'*, to denote

a row of n constants.

. This set of equations determines sets of solutions for {x{), ..., {xg_^), (x),
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and hence determines positions for {x). We proceed to shew that the total

number of positions for {x) is

iV,,, = m'R, ...Rs -. ^^—yy, {s - r) (jz - s + r + 1),

and that the sum of the values of the integral u at these positions is

S,^r = rn'R, ...Rs r-^-~-7-Tr, {-(s- r)(ei + . . . + e,) + (''i-5+^+ l)(e,.+i+ . . . + e,)],

(n - S + 1):

save for periods and quantities independent of e^, ...,6^, the last equation

standing of course for n equations.

In particular for the case {s, Q), where all the s variables enter into all

the functions, and enter symmetrically, the number of positions for (w) will

be s times the number of sets of positions of (x^), (x.), . .
. , (a^s-i), (^) which

satisfy the equations. The number of such sets will thus be

m^R,...R,j^^^-^^,

and, if (xj), ..., (x'^^i), (x) denote such a set,

2 (u< +...+ u'^'^-i + «^) = m'R, ...Rs i^z.')] {^1 + ^2+ '- + e,),

save for quantities independent of gj, ..., e^.

We prove these results by induction, shewing that the formulae for the

case (s, r) are deducible from those for the cases (s, r + 1) and {s— 1, 0), and

in particular the formulae for the case (s, s - 1) are deducible from those for

the case {s— 1, 0). As they have been proved for the case (1, 0), they there-

fore hold in general.

Consider the s — \ equations

/i (iti + . . . 4- ih-i - ei) = 0, . .
. , /. ( ?(i + . . . 4- ih-i - er) = 0,

/,+! (ih + •• + u,-i + u - er+i) = 0, . .
. ,

/;._! (mi + . . . + ih-i + u- es-i) = 0,

obtained from the original equations by omitting tlie last of these ; regard

them as equations for (x^), ..., (^s-i) only, in terms of {x) ; this is then a

case (s- 1, 0); there will be a number of sets of solutions given by

and, if such a set be denoted by a;i<^', ..., x^^^g-i, we shall have

t (mi<^' + . . . + ui'^^s-i) = m-i R,... Rs-, .^""'Y^M [^e-(s-r- 1) u] + A,

where A, has a number of values equal to the number of sets, Se denotes

e, + ... + e.s_i, and A is independent of (x), and of e,, ..., es-i, and of eg.
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Consider now the function of {x) given by the product

P = n/, [wi<^» + . . . + u^^\_^ + w - e^ :

A

in passing from a position of («) on the right of the period loop {a^, where

j'= 1, ..., (22?), to the corresponding position on the left of this loop, the

integrals n are increased by the elements of the jth column of 11, say, u is

increased by 11 <-^'', or oi;'-^*, where A;*-^' denotes the yth column of h, and the set

a?!*^', ...,a;'^'s_i is changed to another set of solutions, say x^^^\ ..., x^^\^^, and

at the same time the sum

2ii'^» + ... +zt<^>s_i, =Tf'^>, say,

is changed to TT''^' + Ili^, where ^^ denotes a set of integers, depending on j

as well as X; from the equation above (p. 293) giving XTT'^', wherein A does

not depend upon {pa), we then infer that

Xm^^- m^-^R, ... R,_, /''"p:., (s-r-l) DO)
;

A {n-s+l)l^

this equation is of the form

where t^^^ = Xt^, and H is real ; an equation a^ = 0, wherein ^ denotes a set
A

of (2w) real quantities, involves also ao^=0, where ao is the matrix whose

elements are the conjugate complexes of those of a, and hence ^ = 0, since

a
the determinant does not vanish ; we therefore have here

yfc^o) + Hk^J> = 0,

and hence %bskL = — mf-'^Ri . . . Rg^i ,— -^^, (s — r-1) bsk^^\
A (n-s+l)r

wherein we shall, as previously, denote bgk^^^ by Ug^^'. Now we have

f, (wi<'^' + . . . + u^^s-i + ^(' + m^ + n(i' - e,)/fs (mi<'^' + . . . + w<'^',_i + u- e^)

equal to e^'^^^y^, where

H^ = (bMn. + bsk^^^ ) (ih "^' + . . . + «
<'^>s-i + « - es) + B^,

and Bfj, is independent of {x) and ei,...,es, but may depend on j; thus

the function of {x) denoted by P has at the period loop (o;) the factor

m^-l,bskt^.W^>^^-tB^
A A

= S&,^^^ (w - e,) + f/,'^) S F<'^> + m^-^Ei . .
. Rs-^f Vtm ^^"'' (" - ^s),

A A K^n — s -\- 1)1

which, if we put
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is the same as

-i\^,.f/,'i'(6--7--l)((6-0 + f^.'^M^«[Se-(6--r-l)M] + ^l+iV,7it7,'^'(«-0>

or NJJ.^'i^ {[n - 2 (s - r - 1)] M + 2e - [w - (6- - r - 1)] e,} + f/«'-'> A.

Consider next the function of {x) denoted by the product

A

by precisely the same reasoning its factor for the passage of the period loop

(a.) is e^TTi^/o'-^'^ where

A

and G is independent of {x) and ej, ..., e^.

If then finally we consider the function of {x) denoted by P/Q, its factor

for the period loop (aj), save for a multiplier independent of {x) and ^i , , .
. , e^.

,

will be

exp. 27rii\^s C/s'^' {[?i - 2 (s - r - 1)] ^6 + le - [n -{s-r -X)\e,]\

and hence, recalling the remark of p. 292, the difference between the numbers

of zeros of the functions of {x) denoted by P and Q will be

i\r, [«-2(s-r-l)]mi^,?i,

and, if the zeros of P be ^/, ^Z, ••, and of Q be z(\ z^',... ,
we shall have

St/-^ - tu'"p = i\^s {[?i - (s - r - 1)] e, - te] mR„
a- p

save for quantities independent of ej, ...,es.

The product-function of (x)

P = n/, (mi'^' + . . . + tt(^>,_i + u - e,)

A

has for zeros the places (x) which, with appropriate associated positions of

Xi, ...,Xs-i, satisfy the equations

/i (tti + . . . + u,-i - eO = 0, . .
. , /,. (ih + -.. + ih-i - e,) = 0,

/»+! (^^1 + . . . + Us-i + u - er+i) = 0, ...,/,.( Wi + ... 4- Us-i + '<- - es) = ;

consider the zeros of the product

Q = n/,(u,"^>+... + it<Vi):
A

these are manifestly the places (x) which, with appropriate positions for

(x^), ...,{xs-i), satisfy the equation fs{iii + ...+'Us-i) = and the (s — l)

equations which determined the sets x^^^\ . .
.

, x^^\_i from (x); we are then

to consider the s equations

/i (Wj + . . . + '«s_i - ei) = 0, . .
. ,

/,. ( iti + . . . + «s-i - e,) - 0, fs {ui + ... + ih-i) = 0,

fr+i {Ui+ ... + Us-1 + u- er+i) = 0, . .
. , fs-i {Ui + • • • + t<.-i + w - 6^-1) = ;
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these are a case {s, r+ 1); the number of positions for (w) is therefore

771^R, ...R, (,-_^ ly,
{s-r-r){n-s + r^ 2),

or NgmRsn(s-r-l) (n -s + r + 2),

while, if ^'i", z^", ... denote these positions, the sum 2i/V is given by
p

Xu'"p= N.mRs {-(s-r-l){ei+... + e,) + (n-s + 7^ + 2)(e,.+i + . . . + e^-i)} + J^,

p

where E is independent of ^i, . . ., e^.

And it is important for the induction to notice, and easier to notice at

this stage, that this argument in regard to Q holds equally when r is s — 1

;

the equations from which we start out are then

/i {u, + ...+ Us^^ - ei) = 0,

.

..,fs-i {ui + . . . + Us-i - e^-i) = 0,

fs ("i + . . . + Ug-i + u - es) = ;

the sets ^i^'^^ ...,a;'^'s_i are determined in terms of (*•) fi-om the first s-1
of these equations, that is they are all independent of (i^;), and the function

Q does not depend upon (x) ; and the formulae for Q both become evanescent.

Adding now the number of zeros for Q to the number obtained for the

difference of the numbers of zeros of P and Q, we have, for the number of

zeros of P,

N.mRgn [n-1{s - r -I) + {s - r - 1) {n-s-\-r+ 2)}

= NgniRgii (s — r) (n — s -\-r -\-\)

= m'R, ...Rs
^^_'l'^=^

.
J

{s - r) {n-s + r + l),

as originally stated; and, adding the value just found for the sum 2?/'p to

the value previously found for the sum %u^'<^ — %u^"p, we have
p

tii^'o- = NgViRs [{n - s + r + 1) eg - te - (s - r - '[) (ei + . .. + e,)

+ (n - s + r + 2) (e,+i + . . . + e,_i)}

= NginR, [- {s - r)(ei + ... + e,.) 4 (« - s + r + l)(e,.+i + ... + e,)]

^m^R,...R,^^^^[-is-r){e, + ...+e,)

+ (?i - s + r + 1) (e,+i + . .. + e,)j,

also as originally stated.

The result is then established, and therewith the formulae for a case

{s, 0), as originally remarked—and therefore finally, for a case {n, 0), the

n equations
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are proved to have a number of sets of solutions given by

in'"R,...Rn{n^),

and, if (^i^-^^ ..., a",/^^) denote one of these sets, we have

Si^'^i^^^ + . . . + u^n^^'^ = m'^R, ...Rn [(w - 1) !] (ei + . . . + en),

save for quantities independent of ei, ...,e,i.

We have however previously shewn that (p. 250) if 11= (Ui, ..., U^) be n

arbitrary variables, the n equations represented by

«!+ ... +^<7^= ?7 (mod. n)

are satisfied by H = (ike^pk])^ sets of positions of (xi), ...,(a;n) upon the

Riemann surface. Consider then the n equations

MU-e,) = Q,...,MU-en) = 0;

to any set of values for U satisfying these, correspond H sets of positions for

(xi), ..., (wn) ; the number of sets of values for U is thus

~m''R,...Rn(n^:);

but we have ke.2pk = 7nRA~^, and ike^pk] — 'ni'^''\R^~^\', this number can

therefore also be written

T=(\R^-^)-^R,...Rninl),

where RiAj~^ = R.,A.r^ — And, if U'-''^ denote one of the sets of positions,

2 1/(^) =
(I
i^A-^ ir^R,... Rn [(n -l)l]{e,+ ...+ en),

A.

or ^uw^^(e, + ... + en) + A,
\ n

where A is independent of gj, ...,e,j.

In the case where every one of the functions /j, ...,fn is even or odd, we

have J.= 0. For considering then the case where ei = 0, ...,e„ ^ 0, we have

if /„([/") = also fa(—U) — 0] thus the sets of solutions are in pairs of

opposite sign, and the sum is zero, and therefore also A. It is therefore zero

for all values of ei,...,en, save of course for a sum of integral multiples of

the periods U, or a—these forms of the statement being identical in virtue

of the equations 11 = ak, {a, 0) = Qm of pp. 226, 230.

The foregoing investigation is, in its essential idea, derived from a paper by

W, Wirtinger, Monatsh. f. Mathematik u. Physik, vii. Jahrg. (1896), pp. 1—25.

The present writer cannot sufficiently express his admiration for it. The

idea of obtaining the number of simultaneous solutions of a set of theta

functions of arbitrary orders, and of expressing the sum of the values of the

solutions, was however first entertained by Poincare ; his method of investiga-

tion is essentially different from the above : see Poincare, Bull. d. Sc. Math.
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d. France, xi. (1883), p. 132 ; American Journal, viii. (1886), p. 334- ; Compt.

Rend. 4 Fev. 1895; Liouville, S"^*^ Ser. t. i. (1895), p. 222; Acta Math. xxvi.

(1902), p. 95 : see also Kronecker, Werke, i. (1895), p. 200 {Berlin. Monats.

1869).

84. The function f(u) is easily reduced to the theta functions belonging

to the Riemann surface. We can in fact find a unitary matrix of integers of

type (2n, 2n) such that

<yRA-^y = /O -e\, so that 7-1A7-1 = R / e-^\ = K say, or A = yKy,

[e 0) [-e-' )

where e denotes a diagonal matrix whose diagonal consists of positive integers

e,, e.,, ..., en such that ea+i/^a is an integer ; as then every element of the matrix

RA~^ is a linear function, with integral coefficients, of the integers d, ..., en,

and the elements of i?A~^ are co-prime, it follows that e^ = 1. Further each

of R/Ca is an integer. Putting then (cf p. 286)

a = (o), ft)') 7, b = (l3, 13') y,

(ft,, co') = n, (/3, ^') = H,

if m denote any row of %i integers, and /i. — ym, we have

bin (a + ^am) = H/m (u + ^ flfi),

while Ay = S Kk, 1 7/fc, i li,j >

^ijm i
nij = % Kjc^ I yk, i yi, jmi nij = t K^j (y^, i yi, j - yi, i yk, j) mi nij

7c, I k<l

= X Kk,i(yk,iyi,j + yi,iyk,j)mimj, (mod. 2)

and

S Aijmimj= X Kk,i{ 2 yk,iyijrnimj+ S yijykjini^nj)
i<j k<l i<j i<J

= t Kk,i{ S yk,iyi,jmimj+ X yi,jyk,imi7nj), (mod. 2)
k<l i<j i>j

so that

S Aijmimj+ X Kk,iXyk,iyi,imf= S Kk^it^kf^i,
i<j k<l i k<l

or, as mi s mi (mod. 2), if we put

2 yk,iyi,iKk,i=^Fi,
k<l

we have X Aijmimj=. % KkjiJi'kl^i — Fni. (mod. 2)
i<j k<l

Thus

hm {u + ^ am) + cm — ^X A/jminij = H/jl (u + ^ flfju) + C/jb-^ X Kk, i/jikf^i,

i <j k < I

(mod. 1)

where Gfi = cm + ^Fm,

namely C = y^'(c + ^F).
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Now we have

R
I

e-i\ = 7-1 (ha - db)j-' = Bn - ilH ^- (§\ («, «') - /^\ (^, 13")

[-e-^ ) \/3') W)

V^'ft) - « /8 /8'ft)' - « /SV

so that ^(o = w^, /S'ft)' = dj'/S', ^w' - w;^' = Re~^
;

also

< - iaRA-^at)Cc^x = - iClyRA-^jiloi^o^f^ = -i{o), m') /O - e\ / Wo\ ^^0^

= — i {(o'e, — foe) / coA x^x = — i (w'ewo — oje&Jo') *'o*' = — t (ft)'e|^o.x' — coo'e^^o),

where | == «« ; thus co is of non-vanishing determinant, or we could choose

X so that 1=0; if then p = R (wey^a)' , e^ = t = ecSx, we have

< — ^ ((oepttyX — Wf^ep^tx,) = — i (ptto - potot) = — i{p — pv) tto,

and = aRA~^a = co'ew — coeoi' = -7^ we (p — p)ew\

thus /o is a symmetrical matrix, and for arbitrary t/\i p=p-\- iq, t^ 11 + iv,

0<-i{p- po) tt^ <-i {2iq) {iv" + v'^ < 2q {11? + v%

so that for real u^,...,Un, the form ipiu" has its real part negative*, while

kl + 0.

* If we put, K and X being any constants,

5=/Xe 0\ JZ/ce-i 0X7,

VO ij V ij

where Je.2n'^=^2n' so that J is a matrix of integers belonging to a linear transformation, we find

8RA-H= k\(0 -e\.

Thence, taking (w, u}')-{v, v') 67-1, a={v, v') 6, we find as before that the determinant formed by

the first n columns of (w, w') 76"^ namely, if J- /a j3
\ -\ of

'-'•'(::)(::)('::)

is not zero ; that is the determinant of wea + Kw'a, and therefore of

a + cpa,

is not zero, c, replacing -^ , being any constant ; in particular
|
w'

|
+ 0. The preceding work is

identical in form with that given p. 227. We have in fact

V ij I ij Vi 0;

a.nA a^(w, o)')y=^{i', v') fRe-^ 0\y, ii v^^^^ue, v'-oj', so tha.t p= v-^v'.
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Take now P = — ^^(o~^, which by the above is a symmetrical matrix,

of type (n, n), and multiply /(«i) by e^Tr/Pw^. ^j^g,^

p [{u + amy - ^t2] = P[{u + n/j,y - ^6^] = 2Pnfji . II + apo/i^

and, if /i («) = e^'"''^'"-'' f{u), we have /i {u + am)lfy (u) = e^'"*^ where

Herein, since

2P = - /3&)-i = - ^^, (o 03' - ftT^/Sft)') - - Re-\

we have, if yu, = (M, M'),

2PniJi .u + Hfji. u

= [(- 13, -&>=^,5ft)') fi + (/3, /3') /x] ii = (0, ;Q' - ftr^/8&)') /^ . « = - R'co^e~^M' . u

= - Re-'co-hi .M' = - RvM',

it' ?; = (&)e)~^w
;

while nPn/jL' + ^HfxM/x

= - iP^e-W . {a)M + (o'M') = - ^Re-'co-' («M + cv'M') M'

= - iPe-Wilf' - \pM'\

since p = R (coe)~'^ct}' = Re~^(o~^oi'
;

also, since K^Rf e"^'^

V-e-i

we have — i 2 7^^,^/*^/^; = - i-Ke~Wi/';

thus on the whole

r- - Eili' f^' + ^ I M'\ - Re-'MM' -f (7/.

;

now let C = {q, q), and take Q=^ — (o~^q, so that

Q (tt + am) - Qu = - a^'q . fiyu. = - w-^ (wif + co'M') q^-(3I+ co-^M') q ;

then, as C/u, = (glf 4- q'M'), we have

1 , , 1

Q (?t + a/zi) — Qti' + GfM = q'M' — ^ epM'^ = g'Jf' — ^ pegif
;

1 ii T j^ / \ 2TriPu~ + 2TriQu /v,.\and thus, if f2{u) = e ^ /("))

,
. -2TviRe-mM' ,

we have, since e = i,

/;(« + am) = e-2«^^"'^'(^ + ^2^'^')^''^^G'"^^'0'^7.(^0;

which, if

t^ = V - P f g' - "D peg'). = (f»e)~^ Ut + ^ w'eg - -^ weg' j ,

is the same as

f, {u + am) ^ .-2--^^^' (-41 ^^0 /. {^i)
;
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we have

((oe)-' (u + am) = v + (e-\ -^ (M, M') = v + e-'M + ^ M'

;

putting then f^{u) = F{iv), we have

F{w + e-'M + ^ M'\ = e-^^'^^'' {'' + lTi ^^') F(w)
;

we have however previously shewn (Part I. p. 21) that an integral function

satisfying this equation is expressible in the form

~r>

where h denotes the n integers h^, ... ,/?,,, in which ^ /?„<—, so that this is a

sum oi R^je-fiz ...en functions, namely, as A=Iiy / e~^\ 7, of V | A | functions.

V-e-'

And we notice, if z^ = -75 coe, that
xt

„ , / (D'eq — (oeq'

Compare this work with that given on p. 227, We have denoted by

R the first invariant factor of the matrix A, namely the determinant of A
divided by the highest common factor of the first minors of A ; denote

similarly by r the first invariant factor of the matrix ke^pk; we have denoted

by m the last invariant factor of ke^^pk, namely the highest common factor

of the elements of ke^plc, taken positive ; denote similarly by M the highest

common factor of the elements of A. The equation

jRA-'y = /O -e\,

[e ol

gives A = 7 / Re~^\ 7,

[-Re-' ;

and therefore, as 7 is unitary,

M = -, R = ?^ = R;
On ^1

but from ke^pk — mRA~'

we have <yke^plcr^ = m /() — e

\e

and hence r = men',

thus Mr = mR.
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If then we put, as on p. 227 (cf. Appendix to Part II, Note il)

.d Oj

where G is unitary, we may take y = G, d = me, and

a = (ft), ft)') 7 = (fi, ij!) /rd~^ 0\ G
\ l)

gives ft) = /jLrd~^, co' = fjf,

-Vi
= (ft)6) 'ft) = — u ^a =m-.

It r r
'

while e-i = md~'^

and (we)"' u = m — .

r

A Jacobian function in arguments (ft)e)~^w with quasi-periods (e~\"p) i^

thus a Jacobian function in arguments m .
~ with quasi-periods m

(
d"'^, —

)

.

The function upon which the expression of the periodic functions was shewn to

depend was (p. 283) a function in arguments ^—^ with quasi-periods
(
d"^, - ).

a= l

85. Remark. Considering as before a Jacobian function f{u) on the Rie-

mann surface, let ^a{u) denote d\ogf(u)/dUa', if u be regarded as an integral

of the first kind on the Riemann surface, depending on the place (x), the func-

tion ^a{u) is an integral of the second kind with poles at the onRn zeros of

f{u), having for the passage of the period loop (aj) the increment 27riUaj.

We may consider such a function as

Ua,iUa -^ n„, ,.^„ (ti)]
,

(j=l,...,2p);
Air I

at the^y'th period loop this function has the increment

n

t (f^„,in„,,--n„,,:f^„,,-),
a=l

which is (^n - n U)ij, or {lc^k\j

;

assuming provisionally that the matrix k/\k is not of vanishing determinant,

the 2p functions

Y={k^k)-'Z

are such that all the 2p periods of Yj are zero except that at the loop (nj),

which is unity. If then Vi,...,Vp be the normal integrals of the first kind,

the function

B]c = -Vk + Yk + Tfc,iYp+i + . . . + Tjc^pY^p, (k=l, ..., p),

has all its periods zero, namely is a rational function on the Riemann surface.



APPENDIX TO PART II.

NOTE I.

THE REDUCTION OF A MATRIX TO ONE HAVING ONLY
PRINCIPAL DIAGONAL ELEMENTS.

Let a be a matrix of integers of m rows and n columns ; consider the

bilinear form
7)1 n

a= l /3 = 1

if we put cc = gx', y = hy', where ^ is a matrix of integers, of type (m, m),

whose determinant is positive or negative unity, and h a matrix of integers,

of type (71, n), whose determinant is positive or negative unity, we obtain

ahy' . gx' = gahy'x', = ofy'x', say,

where a' = gah ; it is to be shewn that the matrices g, h can be chosen so that

a'y'x'= CiXi'yi + CoXo'y/ + . . . + Cix/yi' ,

where Ci, ... , Ci are positive integers, and each of Cr+i/Cr is an integer.

If in ayx we put x^ = x „.•, ^a' = ^'a , for a particular pair of suffixes a, a',

every other x being equal to the corresponding x', the form dy'x obtained

will have do.,? = ao.\^, a'a',^ = <^a,p, namely we shall interchange the rows a

and a' of the matrix. Similarly we can interchange any two columns by a

similarly simple unitary substitution upon the variables 2/1. •••
> 2/?i- If we

put Xa= — x'ai, for a particular value of a, we shall change the sign of one

row, and we can equally change the sign of any one column by a transforma-

tion for 2/1, ...
, 2/,j. If we put for a particular pair a, a'

rp -^ rp I /vyi nn , 'V' / ^= "7* /

all other x^ being unaltered, we shall have

«a, ^X^-\- Cla', p Xa' = «„_ ^X „. + («„', P + W^a, ^) ^^'a'

,

namely ci'a,p = cta,^, ci'a.\p = cia.',^ + rtiaa^^,

so that we thereby add to the row a', the row a, multiplied by w. Similarly,

by a unitary substitution, we can add any multiple of any column to any

other column.
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Taking now the matrix a, first divide all its elements a„_^ by their

greatest common (positive) divisor; then, by interchange of rows and

columns, put the (absolutely) smallest element which is not zero, or one of

these, in the first place of the first row, and by change in the sign of the first

row, if necessary, take this smallest element positive ; then, by adding suit-

able multiples of the first row to all other rows, and suitable multiples of the

first column to all other columns, make all elements of the first row and

column less in absolute value than the first element. By repeating these

steps we shall be able to arrive at a matrix in which the first element of the

first row is positive unity and all other elements in the first row and column

are zeros.

After this, deal with the matrix obtained by ignoring the first row and

column in a similar way, making substitutions only for the variables other

than the first x and the first y ; and so on. The bilinear form will thus take

a shape

Ci Wy^ + K [oDoyo + h {sc'lyl +•••)]}'

or say Ci^;/?// + • • • + Cix{y{,

where k^^c^jci, ks= c-^jc^, ... are positive integers, and the matrix has a form

Ci

,

, , , 0, 0,

, c.

,

, , 0, 0,

, , c, , 0, 0,

, , , C4

,

0, 0,

there being n~l columns of zeros on the right, and Tii — l rows of zeros below.

Here the greatest common divisor of determinants of order r is CiC<i ... c,., and

the invariant factors, or elementary divisors, are ... , C3, Ca, Ci ; the form is

thus unique. The number I, characterised by the fact that all minors of the

matrix a of more than I rows and columns have a vanishing determinant, is

the rank of the matrix. Denoting the inverses of the square unitary matrices

g, h by 0, H we may write the result

V j

where Gi, of type (m, I), is constituted by the first I columns of G, and is

unitary in the sense that the determinants of it of I rows and columns have

unity as their greatest common divisor, and H^, of type (l, n), is constituted

by the first I rows of J^, and is similarly unitary.

For a simple instance take the matrix

a = f 1, 2, 3, 4

5, 6, 7, 8
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which can be changed in turn into the following forms:

1.
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where Hi, as before., is constituted by the first m rows of H, and Ho, by the

remaining n — m rows. The determinant of this matrix is

I I ! I

' ^^ C1C2 . . . Cim

and this matrix is therefore such a matrix as desired.

(yS) In the same case, m < n, the rank of the matrix a being m, we

have as before

a= GcHi, =fk, say,

where/, = Gc, is of type {m, m), and k, =Hi, is of type (m, n) and is unitary,

in the sense that its determinants of order m have unity for highest common
factor. The question arises whether the matrix a is capable of the form

a ='jifCi,

in which fi is of type (m, qu), and ^1 is of type (on, n) and is unitary, in other

ways. We prove that this is only possible by the obvious change

/=/i7. k = y-'ki,

wherein 7, of type (m, m), is unitary.

For, form the matrix of type (n, n), of determinant unity, whose first

m rows are constituted by the matrix k, as we have just shewn possible

(under (a)) ; let m denote the inverse of this matrix, so that

km = (1, 0),

where 1 denotes a diagonal matrix of type (m, m), having unities in the

diagonal but its other elements zero, and denotes a zero matrix of type

(m, n — m) ; the equation

fk=fih
then gives f(l,0)=fikim,

and if we put k^m = (7, X),

where 7 is of type (ni, m) and X of type (m, n — ni), this is the same as

f=fir with o=/i\;

the former gives f^yk=fiki,

which, since by hypothesis the determinant of /\ is not zero, leads to

k = y-'ki,

as stated above.

If instead of the numbers m, n we have respectively the even numbers

2w, 2^, as is the case in the applications made in the text of this volume, and

if, as there, e^p denote a matrix of type (2p, 2p) whose elements are zero save

the elements {r, p + r), each of which is — 1, and the elements (p + r, r),

each of which is 1, we have the result that a matrix of integers a, of type

(2?!, 2^), and rank 2?i, can be written in the form

a =fk,
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wherein /is of type (2/i, 2?l), and h is of type (2n, 2/)), and is unitary, and in

whatever way this be done, the matrix, of type (2w, 2w),

ke2,p k

has the same determinant. The number expressed by this determinant, which

was called the multiplicity in the text, is thus uniquely determined by the

matrix a.

(7) A third simple application is to determine the number of integers

representable in the form ax, where a is a square matrix type (n, n), of non-

vanishing determinant, (m = n = I), and x is a row of rational fractions, two

rows whose difference consists of n integers being counted equivalent. Take,

as before,

a = GcH
;

then ax = z,

where ^^ is a row of n integers, is the same as

where Hx = |, Q~'^z = ^,

so that when z consists of integers, so does ^, and conversely, and when x —x
consists of integers, so does ^' — ^= H{x' — x), and conversely. The problem

is then of the number of integers representable by c^, that is by

and of these the suitable solutions are manifestly

Ci|^i = 0, 1, ..., Ci-1; c.,f, = 0, 1, ... , C2-I; ...
,

of which the number is C1C2... Cn, equal to the determinant of the matrix a.

NOTE II.

THE COGREDIENT REDUCTION OF A SKEW-SYMMETRIC
MATRIX OF INTEGERS.

Consider a bilinear form in the 7U variables Xi, ... , x^ and the m variables

2/1 J '•' , y-m, having the shape

ayx = Sttij (xiyj - Xjyi),

where the coefficients aij are integers ; we proceed to shew how, by co-

gredient unitary substitutions

where ^ is a matrix of integers of type (m, m) of determinant unity, the form

can be reduced to the shape

20—2
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in which the couplets of variables occurring are of the forms

^1 "^w+i — ^n+\Vi > I2Vn+2 — ^n+2V2 , •• , ^nVw, — ^mVn

,

or say (1, n + 1), (2, ?i + 2), . ..
,

{n, 2n),

in which no two couplets involve the same suffix, and the total number

of variables ^ is even, = 2n, as of variables rj, while d^, d^, ... , dn are positive

integers.

(a) In the first place, we can, by unitary substitutions, change the

original form to one in which the only couplets such as {i, j) = Xiyj — Xyyi

which occur are

(1,2), (2,8), (3,4), (4,5), ...
,
(m-l,m),

in which any two consecutive couplets have a common suffix; we may
describe such a form as a linked form.

For consider any two couplets

a {coiyj - Xjyi) + h {xiy^ - x^yi) ;

let m be the greatest common divisor of a and h, and p, a, without common

factor, be integers chosen so that

aa — hp = m;

a b , a b
,

putting ~xj+-Xk=xj, -yj+-yk = yj,

pxj + <TX^ = xi , pyj + tryk = y{

,

the other variables (than Xj, %) being unchanged, this being a unitary sub-

stitution, the two couplets become

m {Xiy- - x-yi),

and instead of two couplets {i,j), {i, k) we have now only one couplet (i, j).

Thus, considering the aggregate of the couplets involving x^ and y^ in the

original form, namely

0^1,2 («i2/2 - ^2yi) + ai,3 (*"i2/3 - ^sVi) + .
. • + tti.m (^lym - OCrnVd,

we can first replace the two first couplets by a single couplet

C],2(^i2/2'-<2/i),

this requiring a substitution, of x^ and x^ in place of x^ and x.^ (and of y.^ and

2/3' in place of 3/0 and y^ which does not affect any other of the couplets

involving x^ and y^; the number Ci_2 is a divisor of a^^^, being the greatest

common divisor of a^^ 2 and a-^^ 3 ; taking next the couplets

Ci,2 K'^^iVi ^2 2/1) r Ct], 4 (^12/4 '''42/i/j

we can by a substitution replacing x^, x^ by X2', x^ (and similarly y^, y^ by

2/2". 2/-»')' ^^P^^^® these couplets by a single couplet c^^?.{x\y-^' ~ ^2y-i)^ where
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C, 3 is a divisor of C], 2 and therefore a divisor of ctj, 2. Proceeding thus the

form is reduced to

a(«i'?2-f2yi) + 5',

where His a, skew-symmetric form in m— 1 pairs of variables ^2, V2, ^3, Vs ••
>

not involving w^, 2/1, and a is a divisor of a^^ 2- By applying a similar process

to H, we can, by a unitary substitution which does not affect x^, y^ or ^o, 772,

reduce this to a form

where K is a form not involving the variables x^, y^, or |^o, rj... And so on.

The original form is thus reduced, say, to

6,, , (X, Y, - X, Y,) + b,, , (X2 Y,-X,Y,)+... + 6„,_,, ,, (Z,«_, Y,, - X,, F„,_0.

{/3) From this it appears at once that integer values of w^, y^, ... , 00^, ym,

can be chosen which will make the original form equal to the greatest

common divisor of all the coefficients a^^o,, f'],3, ••• , «2,3> ••• , dm-i^m-

For, the linked form just written, with coefficients 6^_j, being obtained

from the original by unitary substitutions, the greatest common divisor of its

coefficients hi^j is necessarily the same as for the original form. Suppose, for

a time, this factor divided out, so that we may regard &i,2) ^2,3) ••• > ^m-i m
as having only unity as common divisor. We can then obtain integers

Pi, Ps' ••-yPm, without common factor, to make

K 2p2 + b2,3P3+ •• + h,n-i,mPm = 1 ;

take then Xj = Xj = . . . = X,^ = 1,

and Fi = gi, F^ = ^2, • • • , Y,n = qm,

so that Y^-Y^ = p^, Ys-Y^= p.i, ..., Y,n-Ym-i=Pm,

which is satisfied, for instance, by

Fi = 0, F2=;?2, F3=^2+i?3, •••
, ym = P-i+P3+ •\-pm)

then, for these values, the linked form has the value unity. Let the corre-

sponding values of iCi, ... , x^n, and ^i, ...
, y,,i, obtained from these by the

unitary substitutions, be denoted respectively by «i, ..., a,^ and hi, ... , 6^;

for these the original form has also the value unity ; and as the two matrices

/ tti, ftg, ... , (X,„,. \ , / 1 , 1 , ... , 1 \

\ h, h.2, ... , h,n ] \ qi, q2, •••
, ?m /

are obtained from one another by unitary substitutions, and the binary

determinants from the latter (which are, in part, the numbers ^2? Ps, ••
, Pm)

have unity as common factor, the same is true of the former matrix.

The statement is therefore proved in the case when the coefficients of the

form have unity for common factor. It then follows at once in the case when
they have a common factor greater than unity.
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(7) Hence, the original form can be changed to one in which the

coefficient of the first couplet, (1, 2), is equal to the highest common factor of

all the coefficients.

Suppose this highest common factor to be unity, and, as in (/S), let

be values of the variables reducing the original form to unity. We can then,

as proved in Note I (p. 305), since the binary determinants aibj—ajhi have

unity for highest common factor, determine a matrix of integers of

determinant unity whose first two rows are respectively tti, ... , a^ and

61, ..., h,n, say

^i,l y ^3^2 ) • • • J Cs^in,

C/«, 1 , C^r\, 2 ) • • • J (^m,m
putting then

{X„ ...,^V«) = i^(|i, ..., ^m), (2/1, ...,y,n) = P(Vi, ,Vm),

we obtain ayx = PaP7]^,

wherein the coefficient of the couplet ^1772 — ^^Vi is

_ m 1...JM

{PaP\,= S P^,r (aP)r, 2 = 2 ar,s {P,,r P,,s " ^M A^)
;•=! r, s

l...m

= 2 ar,s (drhs - agbr) = 1,
r,s

as was desired. When the coefficients of the original form have a common
factor greater than unity, the corresponding transformed form is one in

which the coefficient of the couplet ^^rjo — ^oVi is this factor.

(S) Still supposing the coefficients in the form to have unity as common
factor, and the form to have been reduced, as in (7), to a form

in which the first couplet has unity as coefficient, let this form be transformed,

as in (a), to a linked form,

in which Xi = ^j, Fi = ?;i, and the first coefficient, being the common divisor

of all the coefficients, is unity. Herein put

as a transformation for X^, Fj, the other variables being unaltered ; thereby

we get

X,'Y,-X,Y,' + M,
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where

involves only 7ri — 2 variables X-^, ..., X,„ and 7?i — 2 variables Y3, ..., F^.

Let similar reasoning be applied to the form M, after division of all its

coefficients by their highest common factor, and so on. If di denote the

highest common factor of the coefficients of the form as originally given,

we thus see that this form can be changed to the shape

d,{a,2) + d,[(S,4^) + d,((5,Q) + . ..)]],

or

di (a^i'y-i- a-'^'i/i) + d^di {co^yl- xlyi) + . .
. + d-^d.^ ...d^ {x'-r^-i y'-^n - oc'.n y'm-i),

wherein d^, do, ..., d^ are positive integers, and 2?z, an even integer, is

not greater than in: putting now

a^'2k-i =-^k, *'-* = ^n+k , y'2k~i =-Vk, y'-2k = Vn+k

,

(k=i,% ..., n),

this is the same as

di (^n+iVi - ^iVii+i) + did^ {^n+2V-2 - ^2Vn+2) + •••+ d^d^ . .
. dn {^2nVn " ^nVm)-

In other words there exist unitary transformations from the original form, say

«^ = 9^y y = 9v,

such that ayx = gagrj^ ~ / ^ ~^

[
d

or gag^/O
I d

where denotes a matrix of n rows and columns of which every element

is zero, d denotes a matrix of n rows and columns having every element

zero except those in the diagonal which are in turn di, d^d^, ..., d^do, ...dn,

while X, /U-, V, X
,
/i' are matrices consisting wholly of zeros, of respective types

{n, ni — 2ri), {n, m — 2/i), (w — 2w, m — 2n), {m — 2n. n), (m—2n, n). Of the

whole matrix, the minors of 1, 2, 3, 4, ..., 2??., rows and columns have, for

the greatest common divisor, respectively,

so that the corresponding invariant factors are

while all determinants of more than 2n rows and columns are zero. In

particular if the original matrix a is of non-vanishing determinant we
must have m = 2n, and there is a transformation such that

gag = /O —d^
[d 0;
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(e) III the preceding reduction every step can be at once carried out

for any given form. But the number of steps can be reduced, and the

use of the so-called linked form avoided, if we establish in some other

way that values of the variables can be found to render the origiual form

equal to the greatest common divisor of its coefficients, which we have proved

by the use of the linked form. This result being assumed, the form can be

reduced, as in (7), to the shape

d^F = di [^1772 - |o??i + ai,3 (|i^3 - ^3^1) + ...];

and then, instead of (8), we may put

dF ^ ^ , dF

whereby the form reduces to

where iV is a form not containing the four variables ^/, x.^', yi, y-2, for which

then similar reduction is possible (Frobenius, Grelle, Lxxxvi. and Lxxxviii.).

(^) Any form

a (^12/2 - «22/i) + ^ (^32/4 - ^iVs) + c {x^y^ - x^y^) + . .
.

,

in which no two couplets have a common variable, can be at once reduced to

di i^iV-i - ^iVi) + dA (^sVi - ^iVs) + did^ds (^.Ve - ^eVs) + • • •

,

as follows. Take the pair of couplets

A {x,y^ - x^y^) + B {x.,y^ - x,y.,)

in which A, B have no common factor ; find ix, v so that Afi + Bv —1; put

xi = fixj,' -Bx^
, yi = i^yi -By/

x^= x/ -BvXi, 2/2= y-i -Bvy/,

^3 = vxj,' + Ax./
, ys = vy/ + Ay/

Xi= x/ +Afix/, y^= y/ +A/xy/,

which is a unitary substitution, giving, as we at once find,

A {x^y^ - x^y/) + B (x^y^ - x.y/} = x/y/ - x/y/ + AB {x/y/-x/y/).

A repetition of this process suffices for the purpose.

(t) Suppose the skew-symmetric matrix of integers, a, to be of type

(2w, 2n), and of non-vanishing determinant. Then as has been shewn,

we can find a unitary matrix g, of integers, such that

gag=/0 -d\,
\d OJ
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where d is a diagonal matrix of positive integer elements d^, d.,, ..., d^

for which each of d^jdi, d-^jd.,, ..., dn/dn-i is integral. Let d~^ be the inverse

matrix of d, a diagonal matrix of elements di~^, d^^^, ..., dn~^ ; we have,

if 1 denote the unit matrix of type {n, n),

/rd-^ 0\ = /O - r\ frd-^ 0\ = /O - ?-\ = r /O - 1
•

<r o) [l 0/

if we take r = dn, the first invariant factor of a, being the quotient of

the determinant {did.2...dny, of a, by the highest common factor

of its minors of order 2/i — 1, then

'rd-' 0\

l)

is a matrix of integers. Conversely, if 7 be any matrix of integers such that

7/O -d\y = s/0 -1\,
\d 0) [1 0)

where s is an integer, and /, of type (2n, 2n), given by

W ^')

be the most general matrix such that

J/0 -l\J=/0 -1\,

u oJ u 0;

we have, from fsd~^ 0\ /O — d\ (sd~^ 0\ =0\ /O - d\ fsd-' 0\ = s /O - 1\
,

lj\d O/lo 1/ U oj

the equation /O — d\= s /s~H 0\ fO — 1\ fs~^d 0\ ,fs-'d 0\ /O

lo iJVid OJ V ly VI 0/ V 1

and hence 7 /s-^d 0\ /O - l\ fs-'d 0\ 7 = /O - 1\
,

I ij U oj I 1 j [1 0)

so that fs~^d 0\ 7 = J,

\ ]j

or 7 = /so^-^ 0\ /a /S \ = fsd'^a sd-^^\
;

now d~^u differs from a in that its first row is divided by d^, its second

row by dz, and so on ; in order then that all the elements of sd^^a. and

sd~^^ should be integers each of the quantities sdi~^, sc?2~S ••, sdn~^ must be

integral, or, if these be fractions with denominators gj, 62, ..., en, the last

row of a must, after division by en, consist of integers, as must also the last

row of /8; we have however from the definition of J (cf p. 314)

^n,iP n,i ~ ^ n,iPn,i + ®m,2P n,i ^ n,2Pn,2 + • • • + '^n,7iP n,n — ^ n,nPn, ?i
— 1 j
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thus en= 1 and s divides by rf„. In other words the most general matrix of

integers, 7, for which

7 /{) - cZ\ 7 = 6' /O - 1\ ,

U oj U 0;

wherein s is an integer, is of the form

7 = isd-^ 0\ /,

V 1/

where t/ is a matrix for which

,7/0 -i\/=/0 -i\,

U oj U oj

and s necessarily divides by c?,,,, the first invariant factor of the matrix

^0 -d\

The matrix f= 91

is then such that faf = s /O — 1\ >

and is the most general matrix of integers effecting this transformation,

while s is necessarily equal to, or a multiple of, the first invariant factor

of the matrix a.

NOTE III.

ON TWO FORMS OF EXPANSION OF A DETERMINANT.

II ftj, Of'o, • •
.

, ftjj,, ttj , CL2 , •••, Cln

61, h, ..., bn, W, K, ..., hn

be two rows, each of %i quantities, the quantity

(a, h) = aibi — a/ 61 + a2^2' — ci2b.2 + ... + cinbn — ctn'bn

may be called the combinant, or the splice of the two rows. For instance

if Ave have a matrix of 2n rows and columns such that

^cc /3\(0 -iWa a.'\ = fO - 1\
,

,«' /37V1 oA/3 ySV U 0)

where 1 denotes the matrix unity of type (n, n), and each of a, /3, a, /3' is also

of type (n, n), namely such that

^/3'd-a'/3 i3'a'~a^') [l o)

then ar,i^s,i - a^.i^m + + Cir,n/3s,n - Ois,n^r,n = 0,

^r, \P r,\ ^ », 1 Pr, i "H • •
. + CLr^ nP r, n '^ r, nPf, n^^ I

>

and so on, namely the splice of any two rows of the matrix

W /S7

is zero, except of rows of places r and r + w, when the splice is unity.
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(a) If ^ = (a, a)

be a matrix of type i^n, 2p), with n 5 2^> ^'^ ^^^^^ *^^ch of a, a is of type

(271, p), we have, with

wherein 1 denotes the unit matrix of type (p, p),

AeopA = (a, a') /O — 1\ /a \ = (a', — a) /a \ = a'a — aa',

U oJUv Uv
a matrix of type (2n, 2n), wherein the (/•, s)th element is

which is the negative of the splice of the two rows

^r, 1) • •• > ^r,p> (^ r,i} • • • > ^ r,p

^s,i > • • • > ^s,p J ^ s, 1 ; — > ^ s,p

of the matrix (a, a') ; denoting this by (r, s) we thus have

Ae,pl = ^ , -(1,2), -(1,3), .

(1,2), , -(2,3), . .

(1,3), (2,3), , .

Thus in particular, when n =p, and J. is a square matrix of type (2n, 2n),

by taking the square root of the determinant of both sides, we have

I

^
I

= the Pfaffian 2 ± (1, 2) (3, 4) ... {2n - 1, 2n),

whereby any determinant of even order 2?i is expressed as a Pfaffian in-

volving 1.3.5... {2n — 1) terms, each of which is a product of ?i splices from

two rows of the determinant. For example, the determinant

A= tti, 61, a/, W

ch, bs, a/, 6/

a^, hi, cii, W
if (r, S) = ClrCls — ClsClr' + Kbg — hghr,

has the form A = (1, 2) (3, 4) - (1, 3) (2, 4) + (1, 4) (2, 3).

(/8) The same determinant of order 2n can be expanded as a sum of

products of binary determinants. Divide the determinant mentally into

pairs of columns, say the first and second, the third and fourth, in general the

{2h — l)th and 2/ith. From the first pair of columns take the ^jth and

A;2th rows, and let \k^, h^^ denote the binary determinant so obtained;

from the second pair of columns take similarly the determinant [k-i, k^]^

involving elements from the /cgth and A;4th rows, and so on ; we suppose

ki<k^,h,<ki, and so on. Then the determinant can be written
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where the number of terms is

(")CV')-(2)-(-)l-«---(^«-l).

and the sign is + according as h^, ho., k^, k^, ... is an order formed from

the normal order 1, 2, 3, 4, ... by an even or odd number of inversions. For

instance, for the determinant A we have the ordinary expansion of six terms

A = {ajh.^ - ciohi) {a-ihi — aibj) + ... + (as 64 — a^bs) {a^h.^ — ci^hi).

(7) We can easily connect these two methods of expansion. Take

the second method of expansion to be based upon a subdivision of the

determinant into pairs of columns of which the first pair is constituted

by the first and (/i + l)th columns, the second pair by the second and

(n + 2)th columns, ..., the nth pair by the nth. and 2wth columns. Then

the splice of the rth and sth rows of the determinant is, in the notation

employed in (a) and (/3),

(r, s) = [r, s]i + [r, s]2 + . . . + [r, s\n,

where [?', s]h denotes a binary determinant formed from the /;th pair of

columns. Hence the Pfaffian expansion of the determinant, formed as

in (a), is

2±{[l,2],+ [l,2],+ ... + [l,2],}p,4], + ...+[8,4]„H ]

or S±[l,2],[3,4],[5,6]3...

+ S±[3,4],[l,2],[o,6]3...

+ ...

+ S + [1,2],[3,4],[5,6]3...

+ ,

wherein, in each of the first {n !) rows, which are formed from one another

merely by permutation of the suffixes 1, 2, ..., n, there are no two suffixes

equal, while in each of the remaining rows two suffixes (at least) are equal.

Such a row, for example, as

S + [1,2]J.3,4], [5,6]3...,

arises, however, associated with others which, together with it, make the

expansion, in binary determinants, of a determinant in which the second pair

of columns is the same as the first pair, that is of a vanishing determinant.

The Pfaffian expansion thus gives the expansion 'in binary determinants;

and the form of the latter is at once deducible from the form of the former by

permutation of the factors of the terms. For instance, for n= 2, the Pfaffian

expansion is

(1,2), (3, 4) -(1,3) (2, 4) + (1,4) (2, 3),

and the expansion in binary determinants is

[1,2], [3, 4], -[1,3], [2, 4], + [1,4], [2,3],

+ [3, 4], [1, 2], - [2, 4], [1, 3], + [2, 3], [1, 4],.
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NOTE IV.

SOME CURVES LYING UPON THE KUMMER SURFACE, IN CONNEXION
WITH THE THEORY OF DEFECTIVE INTEGRALS.

1. Upon the hyperelliptic surface ^ {x, y, f) = 0, expressing the relation

connecting the functions x = ^22 (u\ y = ^21 (u), f = ^222 {u), the two integrals

(p. 44)

beside being everywhere finite, are single valued save for their additive

periods, and are thus among the everywhere finite integrals belonging to

any algebraic curve upon ^ = ; every such curve of deficiency greater than

2 thus possesses defective integrals.

But upon the Kummer surface, these integrals, of which the integrand

involves rational functions of x, y, z multiplied by the ambiguous quantity |,

though still everywhere finite, are capable of change of sign, and are therefore

not in general among the ordinary everywhere finite integrals of a curve upon

this surface.

Any plane (algebraic) curve possesses, in addition to its ordinary single

valued integrals of the first kind, everywhere finite integrals similarly capable

of change of sign. For example, on the curve
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integrals single valued, but the relation connecting the values of an integral

at the two sides of any such loop is of the form

u' = (- \)0u + n,

where H is a constant for that loop, and g, also constant for that loop, is

or 1 ; with each such integral there is thus a set of 2p numbers g, and it can

be proved that, for each of the 2^^ — 1 possible sets of such 2p numbers, the

number of linearly independent integrals is ^ — 1 *.

For the case of a plane quartic curve, /= 0, with j) = 3, there are,

associated with any set of 6 numbers g, twelve f bitangents, forming a so-

called Steiner system, breaking into couples a^i, ^i, a?o, |^o, ..., a^s, l^e, such that,

for «' = 3, . .
.

, 6, we have

where A,, B^ are constants ; and the corresponding integrals^ are

r dx r dx

On the Kummer surface, the factor under the integral sign, in the

integrals u^, Ui, which is not rational in x, y, z, is ^; or, since the ratios

^-.Tj-.^-.T are rational in x, y, z, it may be taken to be any linear form

4^+ ^i*; + 4^+ ^sT ; we have (Ex. 7, p. 152) the identities

e4>y\r^ + (d(j> + e^jr + (f)ylr) 7) + (8 + (j) + f) ^+ T = 2 ViV^VV/"

wherein 6, 0, ^lr are roots of the fundamental quintic ; the sign of the square

root under the integral sign may thus be expressed in terms of any one of

the 20 radicals of these forms, of which any two have a rational ratio ; these

20 radicals are all expressible linearly in terms of four of them, for example

in terms of

This suggests at once the relations among the square roots of the products

of two bitangents of a plane quartic curve. To see how, in the case of a

plane section of a Kummer surface, these radicals reduce to square roots of

products of two bitangents, consider any plane passing through the two

points at infinity

X _ y z _ X _ y _ ^ _

* A proof is given in the author's AbeVs Theorem, Chap. xiv. See p. 420.

t loc. cit., p. 381.

X A very general case of such factorial integrals, and theta functions formed with them, is

considered by Wirtinger, Untcrsuclmngen iiber Thetaftmctionen (Leipzig, 1895), pp. 73—125.



NOTE iv] and defective integrals. 319

where 6, ^ are not necessarily roots of the fundamental quintic ; the equation

of the plane may therefore be taken to be

or say P^^ = m ; if we put

''-\d-<p){d-^y -(</,-^)(c^_F)' '-(t-^)(^-</>)'

where -v/r, like 6 and <^, is any quantity, and

and put also X = P^^, Y=P^e, Z = Pe^,

we have* the identity

= 4ZF^+ a^X^ + h-Y"- + c^Z" - 26cF^- 2caXY - 2ahXY

;

from this identity, taking -x^r = oo , we have

{d<^^+{e + <^) ,; + ^p = ^PeP^Pei, + {0- 4>r- (®P<t> - ^Psf,

where P^^y + 6x — 6^, and 6,
(fy

are arbitrary ; while, taking i/r to be any

root of the fundamental quintic, so that c = 0, we have, still with 6 and ^
arbitrary,

[e(f>ylr^+ (Oc|>+ e^fr+ <f>f)r} + {0 + cfy + yjr) ^ + rp = 4Pe^P^^P,^ + (aP^.^ - hPe^Y;

thus when P^^ = m we have

d(l>yfr^ +(^(f,+ e^|r + (fi^lr)7J + (0 + cf> + f)^+r= {4mPe^P^^ + {aP^^ - hPe^ft^ ;

now we know that the cubic function in x, y, z, obtained by squaring the left

side, gives, when equated to zero, a surface touching the Kummer surface

wherever it meets it ; the right side therefore represents the square root of

the product of two double tangents of the plane quartic obtained by the

section of the Kummer surface with the plane Pe^ = m. For this plane

quartic the square root under the integral sign, in the two surface integrals

Wg, Ml, is thus reduced, as regards its sign, to any one of the six radicals

obtained by taking i/r equal in turn to all the roots of the fundamental

sexticf ; and of these radicals all are expressible linearly by any two of

them, since we have

S (V-i - ^,-) {4mP,^,P^^, + {atP^^, - hPe^,y]^ = 0.

1,2,3

* We know (p. 152) that the terms of the third order in x, y, z, on the two sides, agree ; and

it is easily found that the cubic surface obtained by equating the right side to zero has nodes at

{X, Y, ^) = (0, 0, 0), (0, ca, ab), {be, 0, ab), (be, ca, 0), as on p. 143; for P^^= bc is the same as

P^^ = ^'i'l{cl>-i)\=E'^^-E^^;^xxitingX^=.-aX+bY + cZ,Y^^aX-bY+cZ,Z^ =aX+bY-cZ,

Ti= 2abe -aX-bY- cZ, the surface reduces to Xj-i + Fj-i + Z^-^ + T-i-^ = 0.

t Thus the 28 double tangents of the plane section P^x^in are determined, consisting of the
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When the plane Pe^ = m becomes a tangent plane of the Kummer
surface we have m = 0, or m = ah, corresponding to the two tangent planes

through the chord {6, <^) at infinity ; in either case the radical

{imPe^P^^ + (aP^^ - bPg^y}^

becomes rational in w, y, z, and the integrals u^, u^ become ordinary integrals

of the first kind upon the section, which is now a hyperelliptic quartic curve

of deficiency 2.

In general, upon any algebraic curve on the Kummer surface, in order

that the integrals i/g, t^ of the surface should be integrals of the first kind

for this curve, it is clearly necessary and sufficient that, upon this curve,

?> = ^222 (^'). should be expressible rationally by the coordinates w, y, z of the

point of this curve. Consider, with the Kummer surface, the surface

^ (^, 2/, f) = ; we have 1^ = \lR (^, y, z), where i^ is a rational function, and,

to any point {x, y, z) of a curve upon the Kummer surface, correspond two

16 intersections of the plane with the singular tangent planes, and the 12 determined in the text,

which form a Steiner system. The pairs of this system intersect in the six points such as

Pg^= 0, P^^= 0, P0^ = m; the plane Pg^ = is the polar plane of xjl- -yjd— zld'^— 'X) in the linear

complex associated with the root i// (whose form is given p. 74 ; see p. 105), and the six points

P0^|/— ^^ -^rfni^O' Pe^ — ^'^ ^^^ ^^^ poles of the plane Pg.=m in the six linear complexes; they lie

on a conic, as follows from the identity S (Tjxx'f= (p. 174) ; cf. Klein, Math. Annal. ii. (1870),

p. 216.

Conversely, given any plane quartic curve, there can be drawn through it oo ^ Kummer
surfaces. We have in various ways, in this volume, reduced the equation of a Kummer surface to

a form containing three explicit constants (e.g. p. 153) ; adding the 15 constants of a general

projective transformation we have 18 constants ; making the surface pass then through 14

(= 4 . 4-3 + lj points of an arbitrary quartic curve, there remain 4 constants. The theorem is

proved by Kummer (Berlin. Monatsber. 1864, p. 256), by identifying the irrational form of the

quartic curve with the section, by its plane, of the Kummer surface taken in irrational form. The

quartic curve being regarded as the envelope of the conic \l/^U+yl/V+W=0 (Salmon, Higher Plane

Curves (1879), p. 226), there are six values of xj/ for which this conic represents two straight lines;

the six points of intersection of these pairs are easily shewn to lie upon a conic, S; dividing these

six points into two triangles in one of the ten possible ways, there exists a unique conic, S, of

which these are self-polar triangles ; taking two arbitrary non-intersecting straight lines through

the two points in which this unique conic, S, cuts one side of one of the two triangles, these lines

and the conic S determine a ruled quadric ; it is then easy to determine six linear complexes,

every two in involution, in which the poles of the given plane, of the quartic curve, are the

angular points of the two inscribed triangles of the conic S. Hence the Kummer surface can be

found as desired (Ciani, Ann. di Mat. 3rd Series, t. ii. (1899), p. 93). The six complexes being

Fj, ..., Fg (cf. p. 168), the two arbitrarily assumed lines are the directrices r^itTa, and the quadric

is Vi Fg"^ F3(.t)^= (cf. p. 81) ; the involutory transformation (x') = T2~^ Fj (x) may be defined by

drawing from (x) the secant of Fji^/Fj, and taking the fourth harmonic point (x'); the six linear

complexes are obtained by the sequence of such a transformation and reciprocation in regard to

the quadric surface (cf. Hudson, Kummer's Quartic Surface, p. 41). Finally, the construction in

the text enables us to obtain the Kummer surface, as the locus of nodes of a certain cubic surface

with four nodes, which touches its tritangent plane at the points of contact, with the given plane

quartic curve, of one of the bitangents of this curve. The conic \l/^U+ \{/V+W—0 lies on this

cubic surface.
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points {x,y,^), {oc,y,-^) of the associated curve upon ^ (a;, 3/, ^) = ;
if,

however, upon this curve, R{x,tj,z) = [U {x,y, z)]^, where C/" is a rational

function, the associated curve upon ^ {x, y,^) = breaks up into two curves,

one satisfying ^=^U{x,y,z), the other satisfying ^=- U{x,y,z), where, on

the right, z is to be replaced by its rational expression in x, y and ^. Of this

the tangent plane section of the Kummer surface forms the handiest example

;

if in the identity

we put (p. 38)
e +

(l)
= x', e(f> = - y', Ee^ = z,

-0—^-^^ e-^ ~'^'
0-cf>

^'

we have

(_ ^2/' + vx' + ^y - (- ^'y + v«^ + KJ

= 4 [(a;

-

x) {xy - x'y) -(y- yj] \xy' - xy +z- z\

and thus, upon the tangent plane of the Kummer surface, which, with fixed

{a!
,
y', z), is expressed by

xy' — x'y + z' — z = 0,

we have* —^y' + 'nx'+^= + (— ^'y + rj'x + ^'),

or - ^2/' + ^7^' + ^ = - (- ^'y + 'n'«^ + 0>

of which the former is the same as

1 - 3/^An + a;A2 + Ai3

where Aji, etc., are the minors in the determinant A (p. 41),

Besides the tangent planes there is an infinite number of curves upon the

Kummer surface upon which the integrals of the surface are integrals of the

first kind ; if be the cubic polynomial in x, y, z obtained by squaring any

function of the form ^ol + ^i^ + ^2?+4t (cf. pp. 139—150), and P, Q be

any two integral polynomials in x, y, z, any surface CQ^ = P^ cuts the

Kummer surface in such a curve ; the surface CQ^ = P^ is one which touches

the cubic surface (7 = at all their common points.

If we consider any birational transformation of the Kummer surface

whereby to a point P corresponds a point P', we may associate with P the

integrals of the surface belonging to P' ; these will be single valued, as well

as finite, on an algebraic curve of the surface containing P, if the integrals

of the surface are single valued on the corresponding curve containing P'-

* This may be easily obtained also by applying the converse of Abel's Theorem to the equation

«=v + w<.«(cf. p. 121).

B. 21



322 A plane sextic of deficiency 5 [appendix

In particular, the transformation from a point to its satellite point enables

us to associate with the points of any curve on the surface the integrals (p. 78)

P
which are single valued on a curve upon which aQs is expressible as the

square of a homogeneous rational function of ^, rj, ^, r of effective dimension

3. For instance the curve of intersection of the Weddle surface with the

quadric cone

^oQi + VoQi + ZoQz + Pi = 0,

where (^o> Vo, ^o) are the coordinates of any point of the Kummer surface, or

of the Kummer surface A = with the cubic surface

aA 8A 8A 8A ^ ^

this being the locus of the points satellite to those of a tangent section of

the Kummer surface (p. 76), is a curve upon which the above integrals are

integrals of the first kind. We have considered in this volume a group of

32 birational transformations ; these are made up however by combining the

process of passing to the satellite point, just considered, with the process of

adding a half period to the integrals of the surface.

2. We proceed now to consider a particular curve upon the Weddle

surface, of which the corresponding curve upon the Kummer surface is one

of the principal asymptotic curves (cf. Exx. 18— 20, p. 162) ; it will be seen

to be of deficiency 5 and to have five integrals of the first kind reducible to

elliptic integrals ; it is the curve of contact of a tangent cone from a node, of

which the points are expressible by single valued periodic functions ; it thus

furnishes a good example of Chapter Vii. ; and, like the plane quartic curves

of four concurrent bitangents, it lies upon cubic cones, whose elliptic integrals

give the defective integrals of the curve.

Let X, y, z be homogeneous coordinates in a plane, and

G = yza {yc' — zh') + zxb (za' — occ') + oeyc {xh' — ya),

Q = hex {y — z) + cay {z — x) + abz (x — y),

P = X (b — c) + y (c — a) + z {a — b),

where a' = 1 — a, b' = 1 — b, c' = 1 — c

;

the sextic curve F = C^ — ^ixyzPQ =

has cusps at the angular points of the triangle of reference and at the points

(1, 1, 1), {a, b, c), and is of deficiency 5 ; it touches the join of every two

cusps. The five cuspidal tangents, of which two are

a' (b — c) X + b' (c — a) y + c (a — b) z = 0,

a' {b - c) - + b' (c - a)^ + c' (a - b)- = 0,
0/ c
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meet in one point,

xa' _ yh' _ zc'

a b c
'

which lies on the curve, and on the conic

bcw {y — z) + cay {z — x) + ahz (x — y) = 0,

which is the conic containing the five cusps, the conic and sextic having the

same tangent at this point, namely

a"(b-c)- + b'^c-a)l + c''{a-b)- = 0.

We have xF^ + yF^ + zF^ = 0,

dxFi^ + dyF^ + dzF^ = 0,

where F^ = dF/dx, etc. ; and hence

ydz — zdy _ _ x (ydz — zdy) + y' (zdx — xdz) + z' (xdy — ydx)

F,
-••• = •••=

xF, + y'F, + z'F,
'

where x, y', z are arbitrary, and if this be denoted by c^tw, the integrals of

the first kind are of the form

/^

where II = is a cubic curve through the five cusps. In particular a cubic

curve can be drawn through one cusp to touch, at the remaining four cusps,

the joining lines of these to the first cusp ; and these 5 cubic curves are

linearly independent ; for instance the curve

Ho = cxyP — zQ = 0,

or (c — a) X (bz"^ 4- cy^) + (b — c)y (cx^ + az"^) + 2(a — b) cxyz — 0,

can easily be seen to be such a cubic for the cusp x = 0, y = 0, touching the

lines X = 0, y = 0, x — y = 0, xb — ya = at the remaining cusps. Taking

correspondingly x' = 0, y' = 0, there is an integral of the first kind

'"Oo (xdy — ydx)
^

I' dF/dz

we find however on calculation that there is for points on the sextic the

identity

(^£)=lQ{l-a)(l-b)xy{x-y)(bx-ay)no';

the above integral is thus a constant multiple of the elliptic integral

dt

k\/t(l -t){b-at)'

and there are four other linearly independent integrals of the first kind also

similarly each reducing to an elliptic integral.

21—2
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Take now the equation to a Weddle surface referred to four of its nodes

as corners of tetrahedron of reference, the other two nodes being (a, h, c, 1)

and (1,1,1,1), and regard ^ = as the plane at infinity; this equation is

(cf. Proc. Lond. Math. Soc. Ser. 2, Vol. i. 1903—4, p. 250)

xyzP + C+Q = 0,

and the tangent cone from the origin (0, 0, 0) is

C^ - ^xyzPQ = 0,

containing the plane curve considered above. Any point {x, y, z) of the

surface projects, from the origin, to a point of the surface of coordinates

{ ^^ ] (J^oc. cit. p. 257), where ^ is a function capable, in virtue of the

equation of the Weddle surface, of the forms

zx {z'a! — x'c') _ xy {x'h' — y'a') _ xyzP
~

ca'z'x — c'azx ah'x'y — a'hxy' Q '

where x =l—x, a' =1 — a, etc. ; thus the curve of contact of the Weddle

surface with the sex tic tangent cone from the node (0, 0, 0) is characterised

by if = 1, and lies on the cubic cones

ah'x'y — a'hxy' = xy {x'h' — y'a'), (i)

ca'z'x — c'azx' = zx {z'a' — x'c'), (ii)

as well as on the surfaces

xyzP=Q, G+2Q = 0;

supplying a fourth coordinate t (= 1) the two cones (i), (ii) are

t^ (xa'h — yah') + 2t{a — b) xy + xy (ay — h'x) = 0, (i')

t^ (xa'c - zac) + 2t{a — c) xz + xz {a'z — c'x) = 0, (ii')

D O

of which the former, with vertex at G, has DGB and DCA for tangent planes,

and the latter, with vertex at B, has DBG and DBA for tangent planes.

The two cubic cones, with a common generator along which they touch, have

therefore, as residual intersection, a space curve of order 7, of which DA is

the tangent at A. As we see from its projection upon the plane ABG,

previously considered, its deficiency is 5. In accordance with general con-

siderations, this may also be seen by drawing a quadric surface (2 = 3 + 3 — 4)

to touch the plane DBG along BG ; such a quadric is of the form

X {Ax + By + Gz + Dt) + ^' = 0,
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containing jo = 5 terms ; as the space curve touches DA at A, and the nodes

are symmetrical, the space curve touches DB at B and DC at G, and hence

touches the quadric at B and G; the Weddle surface contains the line of

intersection of DBG with the plane yc - zh' = {h - c) t, which joins A to the

nodes {a, b,c, 1), (1, 1, 1, 1), and contains the line BG ; thus DBG is a tangent

plane of the Weddle surface, at the point t=0, !X = 0, yc' = zh', and the space

curve passes through this point, and has its tangent line in the plane DBG,

and therefore also touches the quadric at this point ; there are thus

2.7 — 6 = 8 = 2 (p — 1) further intersections of the quadric and the space

curve, as should be the case. Further it may be remarked that not only are

the tangent lines of the space curve at the five nodes, other than D, con-

current in D, but the osculating planes at these meet in one line, namely

— = -^ =—
, which is the tangent of the curve at D.

a c

The integral of the first kind associated with the cubic curve in the plane

z = which is given by the cone (i') is

{xdy — ydx)l[t {xa'h — yah') + (a — 6) xy'],

the denominator being obtained by differentiation in regard to t, and being

in fact, when equated to zero, the quadric cone containing the lines which

join the node G to the other five nodes ; in virtue of (i') this denominator is

capable of the form

[(a — 6)- x^-y"- - xy (xa'b — yah') {a'y — h'x)Y,

or {odh'xy {x — y) (hx — ay)]^,

so that we come back to the defective integral previously considered for the

plane sextic in ^ = ; the space curve has thus five integrals of the first kind

each of which reduces to an elliptic integral ; to find any one it is only necessary

to draiu the cubic cone joining one of the five nodes, other than D, to the curve,

and to put down the elliptic integral associated with a plane section of this

;

our previous discussion of the plane sextic, in the plane t = 0, shews that the

integrals so obtained are linearly independent, each being associated luith a

cubic cone whose vertex is D having a particular geometrical description.

In the notation used in this volume the space septic is given by

a (2m) = 0,

or 2m = M*' "',

this being the consequence of supposing two satellite points, for which

2v = u*'' "• + u*^' "-, 2w = u^" " — u*"^' "•,

to coincide; the homogeneous coordinates of the points of the curve may

thus be taken to be
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which are single valued periodic functions of variables whose number is less

than the deficiency. The reduction of the integrals arises from the fact that

the curve is on cones whose plane sections are of lower deficiency than the

curve, each generator of any one of these cones being a multiple secant of

the curve. The 32 birational transformations of the Weddle surface,

arising by projections from the nodes, reduce in the case of a point on the

space-septic to 16, obtained by adding half-periods to the arguments of the

functions i^d^^iihu^'"'), etc. In fact, if (1) denote the node (1,1,1,1) and

(a) denote the node (a, 6, c, 1), any point {x,y,z,l) of the curve gives rise

to the eight points {Pi^oc. Lond. Math. Soc. 1903, p. 257), also on the curve,

{w, y, z) = {x, y, z), {Ala) = (BO) =(x,-,-^,

{A) = [l,y,z), iBla) = {CA) =g,2/,^),

{B)={x^-,z), (Gla) = (AB) =g.^,^),

(a)=(.,,,|), (la) = (^5(7)=(|,^,^),

and also to the eight points obtained by writing here throughout, (xi,yi, z^)

respectively for (x,y,z), where

ax' _ by' _ cz'

the point (^'1,3/1,^1) being that obtained by projection from the node (1).

The integral of the first kind we have written at length,

xdy — ydx

h

{x,y,z\ {x,y,'^, ^^^,z),

xa'h — yah' + (a — b) xy'

has thus the same value at the four points

'a b \ fa b c'^

y' / ' \x' y' z/

In the notation used in this volume, the two planes joining the node

(1, - 6, h\ - b^) respectively to (0, 0, 0, 1), (1, - 9, e\ - 6^) and to (0, 0, 0, 1),

(1, - <^, (/>^ - 4)^) are

x = be^+{h + e)7^ + i;=o, y = h<p^+(b + ci,)r) + ^=o,

and the quadric cone whose vertex is (l, — b,b^, — b'^) containing the other five

nodes is

Q^-bQ, + ¥Q, = 0^,

thus the general form of the defective integrals is

[Vd^- ^dv - b {^d^ - ^dO + b' (^dv - vd^)
/^ Q,-bQ, + b'Q,

where b is in turn the five roots of the fundamental quintic.

It does not appear that the integrals of the surface are single valued upon

the curve.
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ADDITIONAL BIBLIOGRAPHICAL NOTES.

P. 10. The integral R^'^ and the polynomial F{a;, z) are given in Weierstrass's lectures,

Werke, Bd. I v. (1902), pp. 273, 274. They may be obtained directly from a formula given

by Abel, CEuvres Completes (1881), vol. i. p. 49 ; as in the author's AbeVs Theorem (1897),

p. 195.

P. 20. The conception of a theta function of order r goes back at least to Hermite
;

cf. Gompt. Rend. t. XL. (1855), and a letter from Brioschi to Hermite, ibid. t. XLVii. (1858),

and Schottky, Abriss einer Theorie der AbeVschen Functionen von drei Variabeln (Leipzig,

1880).

P. 36. This particular deduction of the algebraic form of the zeta functions was given

in the author's Abel's Theorem, p. 320. See also Bolza, Gott. Nachr. 1894, p. 268, Amer.

Journ. XVII. (1895).

P. 38. The equations ^22=^i+-^'2» ^2i=-*'i'^25 ^n = etc., are given by Brioschi,

Ann. di Math. Ser. 2, t. xiv. (1887), p, 298.

P. 39. For the forms for the squares of the functions ^222) etc., see Proc. Gamb. Phil.

Soc. vol. IX. part ix, 1898, p. 517 ; also ibid. vol. xii. part iii. 1903, p. 219, and Acta

Math. t. xxvii. (1903), p. 135. That such expressions should exist follows from the

general theorem of p. 21.

Pp. 41-54. See the references of the preceding Note. The algebraic deduction of the

differential equations here given is probably the most elementary that can be given ; but

it would appear that a development is required on the lines that are possible for the

differential equation of the elliptic function ^ (u) ; the functions ^22 (^)) etc. are single

valued meromorphic quadruply periodic functions whose infinity construct is the repetition

of that expressed by u= u*'^ (pp. 34, 96). And there is, besides, an algebraic problem:

putting down the five equations ^2222 — 6^i>22^= ^ 1^*^22 + A§^2i + C'i^ii +A; to determine

directly the possible forms for the 20 coefficients Ai, ..., B^ in order that these five

equations should be consistent, under the hypothesis that ^.>22j ^21 > ^n are the second

partial derivatives of a single function (cf. § 12, p. 49).

P. 50. As remarked in Ex. 16, p. 162, the linear transformation for the functions

^22) ^•^21) ^11 is the most general linear homogeneous transformation leaving unaltered the

form ^22i'>n-^2^

P. 77. The formulae

S1-S2 Sit2-S2ti Sit2^-S2'ti^ Sit2'^-S2'ti'^^

are cited by Hudson, Rummer's Quartie Surface, p. 172, as having been given by Mr
H. W. Richmond. See also H. Bateman, Proc. Lond. Math. Soc. vol. iii. (1905), p. 229.

P. 82. For the 32 birational transformations of the Kummer surface and the six

linear complexes a paper of Klein, 3Iath. Annal. 11. (1870), p. 213 is fundamental.
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Pp. 83-97. The results of this chapter were obtained in 1898 ; see the references in the

Note to p. 39. Linear partial differential equations for the theta functions of two variables,

involving differentiations in regard to the roots of the fundamental quintic, are given by

Brioschi, Ann. di Mat. Ser. 2, t. xiv. (1887), p. 300, and applied by hina to the expansions

of the functions. For the case of the even functions he returns to the matter in Gott.

Nachr. 1890, p. 236, and his results are developed by Bolza, Amer. Journ. of Math. vol. xxi.

(1898), where many references will be found. Writing, for an even function,

(r=l+l;S'i+Jj^2+...,

Bolza obtains, after Brioschi, the equation

^„= i)(.S'„_i) + (4?i-3)>SA-i-12(^-l)(2n-3)(a^)*a„W.^„_2,

where Z) is a complicated operator in regard to the roots of the two cubic factors of a^
with which the particular function considered is associated. The result obtained is that

all the coefficients are integral polynomials in 9 covariants of these two cubics. The

reader may also consult, besides the papers of Klein and Burkhardt on the theory of the

hyperelliptic sigma functions {Math. Annal. xxvii. xxxii. xxxv.), Wiltheiss, Crelle, xcix.

;

Math. Annal. xxix. xxxi. xxxiii. xxxvi. ; Pascal, Ann. di Mat. Ser. 2, t. xvii. xviii. xix.

The procedure of the text is less simple in theory than that considered by these

authors, in that it expresses any term in the expansion in terms of all preceding terms,

and is applicable, in the form given, only to functions of two variables. For these,

however, it would seem to be in practice much simpler, as not involving diffijrentiations

in regard to the coefficients of the fundamental sextic. It is much to be desired that the

differential equations for the hyperelliptic functions of three variables, and the associated

algebraic constructs, should be studied on the lines here followed for the case of two

variables ; a beginning is made in the papers given in the note to p. 39.

P. 100. The formula for o- (« + y) o- (« - v)/o-2 (w) o-^ (?;) was obtained in the author's

Abel's Theorem, p. 333 ; and a method for obtaining the corresponding formula for any
hyperelliptic case is worked out in detail Amer. Journ. of Math. vol. xx. (1898), p. 384.

But materials for the formula were already at hand ; it is easy to shew, and it is shewn by
Humbert, Liouville, Ser. 4, t. ix. (1893), p. 112, that a {u+ v)(r {u-v) = represents a

tangent section of the Kummer surface, and it was known (Klem, Math. Annal. ii. (1870)),

that the tangent section is associated with a linear complex (cf p. 76 of this volume).

P. 107. For orthogonal matrices of theta functions cf Brioschi, Ann. di Mat. xiv.

(1887), p. 343; Caspary, Crelle, xcvi. (1884), pp. 182, 324; Frobenius, ibid. p. 100;
Weierstrass, Berlin Sitzungsber. 1882, i-xxvi. p. 506.

P. 108. The identity of Ex. 7, p. 152, gives also, if 6, 4>, \jri, t/^2, ^/'s be the roots of

the fundamental quintic,

if2 - ^d ^Pe^, Ph. + (^3 - ^i)^PhJ^+ (f1 - ^|^2) sIPh^P^z= 0-

P. 113. For the geometrical behaviour of the asymptotic lines, see a drawing given by
Rohn, Math. Annal. xv. (1879), p. 340.

P. 147. For a similar identity see Humbert, Liouville, ix. (1893), p. 98.

P. 173. The simplified forms of the linear complexes are those used by Klein, Math.
Annal. ii. (1870).
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p. 181. Thi.s proof of the converse of Abel's Theorem utilises Riemann's normal
elementary integral of the third kind. The proof given in Weierstrass's Lectures ( Werke,

IV. (1902), pp. 417-419) is different in form ; but, I think, not essentially different in

substance.

P. 185. Another proof of the inequality is obtainable from the complex integral

of p. 17.

P. 187. A proof of Weierstrass's implicit function theorem derived from Cauchy's

complex integral is given in Picard, Traite d'Analyse, t. ii. (1893), p. 245, after Simart.

P. 193. The theorem here proved is quoted by Weierstrass, Werke, in. (1903), p. 79, as

belonging " to the elements of the Theory of Functions " ; the proof given in the text is

modified from that which applies to the case of rational functions, given later p. 273
;

see also Blumenthal, Math. Annal. LVii. (1903), j). 356.

Pp. 199-204. The reader will naturally consult Weierstrass's papers on functions of

several variables {Gesamm. Werke). See also the references given p. 285 of this volume.

Pp. 205-215. This account is given in Weierstrass's posthumous paper, Werke, in.

(1903), pp. 71-104. The reader should compare Wirtinger's paper, Monatsh. fur Math. %(,.

Physik, Jahrgang vi. (1895), p. 69, which proceeds on similar lines. The references given

in this last pai)er seem worth repeating here : (I) Hermite, in the Appendix to Edition 6

of Lacroix, Traite des calcid differ, et integ. Paris, 1861 ; Deutsch von Natani, 1863
;

(2) Weierstrass, Berlin Monatsher. 1869, 1876, Crelle, lxxxix. (1880) ; (3) Hurwitz, Crelle,

xciv. (1883) ; (4) Poincard et Picard, Compt. Rend. (1883), t. xcvii. p. 1284
; (5) Laurent,

Traite d''Analyse
; (6) Appell, Liouville, Ser. 4, t. vii. (1891) ; to these may be added also

the references given p. 285 of this volume.

P. 217. The argument of § 60 is not given by Weierstrass, and is possibly in need of

further examination. The conclusion of Weierstrass's posthumous paper referred to is

brief, and relies on Hurwitz's paper quoted on p. 202 of this volume. The argument

constructed in Chap. ix. of this volume has seemed clearer.

P. 229 ff. This chapter, as stated in the text, is capable of much further development,

both on the transcendental side and the geometrical side. As to the former we may
instance the points referred to in the footnotes of pp. 241, 255 and 267 ; cf. Wirtinger,

Untersuchungen iiber Thetafunctionen, ii. Teil ; as to the latter, the geometrical properties

of curves in a plane, and in space, possessing defective integrals, seem worthy of further

study. Cf. the case considered Appendix to Part ii. Note iv.

P. 245. References as to complex multiplication are given in the author's Abel's

Theorem, chap. xxi.

P. 267. The letter of Gauss to Gibers quoted at the beginning of this volume (p. iv.)

is said to refer to the general theorem of which a particular case is here used.

P. 280. The theorem of § 79 suggests the corresponding question for a corpus of

rational functions of n independent variables ; if an aggregate of rational functions of w

independent variables be taken, not necessarily all rational functions, but such that any

rational function of functions of the aggregate also belongs to the aggregate, can a set of n
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(or less) functions of the aggregate be found in terms of which all other functions of the

aggregate are rationally expressible ? The theorem has been proved for n= \ and ii= 2
;

iorn= \ see Liiroth, Math. Annal. ix. (1876), p. 163 ; for to= 2 see Castelnuovo et Enriques,

Math. Annal. xlviii. (1897), p. 313. I have here to make an acknowledgment ; I had

constructed, as part of this chapter, a proof that the theorem is true for any value of n
;

Prof W. Burnside, F.R.S., who was kind enough to read it, pointed out to me that this

was not in general valid.

P. 285. See also Hartogs, Uher neuere Untersuchungen auf dem Oebiete der

analytischen Fnnktionen mehrerer Variahlen, Jahresber. d. Deut. Math. Ver. xvi. (1907),

p. 223, and the references there given.

P. 303 ff. For the subject matter of Notes i. and ii see Frobenius's papers, Crelle

Lxxxvi. Lxxxviii. (1879, 1880).
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GENERAL INDEX.

Abel's Theorem, 176 ; its converse, 181

Addition of arguments for the ^ functions, 132—138

Algebraic equations, Kronecker's analysis of, 273

Algebraic functions, behaviour about any point, 190

Analytical continuation, account of, 214

Asymptotic directions of Kummer surface correspond to conjugate directions of Weddle

surface, and conversely, 127

Asymptotic lines of Kummer surface, 113, 151, 162 ; of Weddle surface, 125 ; of Steiner's

quartic surface, and of its reciprocal cubic surface, 151

Birational transformation of Kummer surface, 79, 154 ; of Weddle surface, 131

Canonical and normal systems of periods, 2, 263

Collinear points of a Kummer surface, 118

Complementary system of defective integrals, 240

Complexes, linear, six in involution, 168 ; linear, associated with the Kummer
surface, 74

Complex linear, a particular, 67

Complex multiplication, or principal transformation, 245

Complex surface, Pliicker's, 158

Conjugate points on a Kummer surface, 114

Construct, monogenic, meaning of, 215

Continuation, analytical, account of, 214

Corpus of algebraic functions, 281

Correspondence, of points of Kummer and Weddle surface, 39, 65, 76 ; between a set of

n xjoints of a Riemann surface and a point of a surface in n dimensions, 279

Cross-ratio identity between theta functions and integrals of the third kind, 35

Cubic surface with four nodes, 139—150, 152, 153

Curves of Kummer surface for which the surface integrals are single valued, 320

Curve upon the Weddle surface with defective integrals, 322

Cycles of roots of an algebraic equation, 177, 190

Defective integrals, in general, 228 ; the case of one integral reducing to an elliptic

integral, 250

Defining equation for general theta function, 19

Determinant, the expansion of a, 314 ; invariant factors of, 165

DiiFerential equations satisfied by sigma functions, 48 ; the general covariantive form

of these equations, 49—54

Dissection of a Riemann surface, 2, 263

Double argument, g> functions of, 120— 124, 129

Elementary factors of a determinant, 165

Elementary integral of the third kind, 5, 9

Expansion of the sigma functions, 83

Expression of multiply-periodic functions by theta functions, 283



General Index. 333

Factorial integrals, 318

Gopel tetrad of nodes, 153

Group of birational transformations of a Kummer surface, 79—82 ; of a AVeddle surface,

131 ; of a septic curve in space, 326 ; of a Eiemann surface, 255

Hyperelliptic surface, 155, 321

Identical vanishing of theta function, 33, 96

Implicit-function theorem, Weierstrass's, 187

Indeterminate parameters, 198, 273

Indetermination, points of, 200

Index, the, in case of defective integrals, 232

Infinitesimal periods, 203

Infinity-construct, of a meromorphic function, 201

Inflexional lines of Kummer surface, 113 ; of Weddle surface, 125, 127 ; of Steiner's

quartic surface and its reciprocal, 151
;

principal asymptotic curves of Kummer
surface, 162, 322

Integrals of the first, second or third kind, 2 ; elementary integral of second kind deduced

by differentiation from elementary integral of third kind, 9

Integrals of Kummer surface which are integrals of the first kind, 320

Integral functions of two variables, fundamental properties, 17

Interchange of argument and parameter for integral of third kind, 8, 11

Invariant factors of a determinant, 165

Inversion problem for integrals of the first kind, 29, 246, 250

Jacobian functions, zeros of a simultaneous system, 293

Jacobi's inversion problem, 29
;

generalised, 246, 250

Kronecker's method for algebraic equations, 273

Kummer matrix, 56

Kummer surface :

parametric expression of, 38, 40

its equation by a symmetrical determinant, 41, 59

finite (ambiguously signed) integrals upon, 43

other finite integrals upon, 115

finite integrals for the satellite of a point, 78

its singular points and planes deduced, 60—65

its equation at length, 41

correspondence with Weddle surface, 39, 65, 76

satellite point upon, 75

birational transformation of, 79—82

the fundamental linear complexes and quadrics, 79—82, 320

irrational equation of, 108, 110, 328

tangent section of, 78, 110, 321, 328

asymptotic or inflexional curves, 113, 162, 322

whose singular planes are tangent planes of original, having a singular conic common
with this, 136

referred to a Eosenhain tetrahedron, 153

referred to a Gopel tetrahedron of nodes, 153

degenerating into a Pliicker complex surface, 158

becoming a tetrahedroid, 156

determined to pass through an arbitrary plane quartic curve, 320

integrals of first kind of curves of, 320
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Limiting points of an aggregate, 212

Linear complexes, 74, 79, 163

Linear transformation of periods, 252 ; of ^0 functions, 103 ; of Kummer surface, 79

Logarithmic coefficients of an algebraic integral, 4

Matrix notation, explanation of, 12

Matrix, elementary factors and reduction of, 165

the six fundamental for a Kummer surface, 73, 74, 79

six in involution, 168, 320

orthogonal, of bilinear forms, 176

orthogonal, of sigma functions, 106

reduction to diagonal form, 303

skew-symmetric, of integers, 307

Meromorphic functions, 202

Monogenic construct, 215

Multiplication, complex, 245, 263, 329

Multiplicity, the, in case of defective integrals, 232, 250

Normal and canonical systems of periods, 2, 263

Orthogonal matrix of bilinear forms, 175 ; of sigma functions, 106

Parameter of a place on a Riemann surface, 2, 177

Parametric expression of Kummer and Weddle surface, 39, 77

Periods of elementary normal integrals, 7 ; relations between periods of integrals of

first and second kind, 14 ; relations necessary for a general multiply-periodic function,

224 ; rule for half-periods obtained by integration between branch places on a

Riemann surface, 32

Periodic function in general, 203 ; values assumed by upon a monogenic construct, 219

Plane section of Kummer surface, 320 ; of a certain hyperelliptic surface, 155

Pliicker's complex surface, 158

Power series in two variables, 183 ; a set of simultaneously vanishing, 192

^ function, expressed algebraically, 38

expression of squares of its differential coefficients, 39

differential equations satisfied by, 48, 49, 59

the fundamental, 97

formulae for addition of half periods, 102—104

of double arguments, 120—124, 129

of arguments u-\-v^ 132—138

Quadrics, the ten fundamental for a Kummer surface, 81, 320

Quartic curve of 168 coUineations, 265 ; of four concurrent bitangents, 255 ; Kummer
surface passing through an arbitrary, 320

Quartic surface, Cayley's paper referred to, 68 ; Steiner's, 139—150

Reduction of theory of general multiply-periodic function to theory of algebraic func-

tions, 199

Relations connecting periods of integrals of first and second kind, 14 ; connecting
periods of general multiply-periodic function, 224

Riemann surface, with defective integrals, 231 ; with defective elliptic integral is capable
of birational self-transformation, 255 ; a set of n arbitrary places of birationaUy

related to one place of a surface in n dimensions, 279
Rosenhain tetrahedron, 153
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Satellite point upon a Kummer, or Weddle surface, 75, 114

Series for the signia functions, 83

Sigma function, the fundamental, 97

expansion of, 83

expression of cr(-M+ f)o-(2<-v)/(72(M)(r'*(?;), 100; of (t^{u, q)/(r^(u), 101

See also Theta function

Tangent section of Kummer surface, 76, 110, 321, 328

Transformation, birational, of Kummer surface, 79, 154 ; of Weddle surface, 131 ; of

Riemann surface, 255, 279 ; of Weddle and Kummer surface, 65, 76

Transformation, of periods, 237, 252
;
principal, or complex multiplication, 245, 263, 329

Triply-periodic functions, 161

Tetrahedroid, 157

Twin points upon a Kummer surface, 114, 117

Theta function, general, defining equation for, 19 ; of first order, fundamental identities,

23 ; upon a Riemann surface, number and position of zeros, 27 ; identical vanishing

of, 33, 96 ; of the second order, 98, 108 ; arising in connexion with multiply-periodic

function, 228 ; a general, number and sum of zeros, 234, 235. See also Sigma function

Variability of an analytic function, 218

Weddle matrix, 65

Weddle surface, parametric expression of, 38, 40, 77

elementary properties of, 66, 67

construction for tangent plane of, 68

its equation at length, 71, 78

fundamental equation for projection from a node, 72

asymptotic lines of, 125

birational transformation of, 131, 326

correspondence with Kummer surface, 39, 65, 76

curve of contact of tangent cone from node upon, 322

Zero construct of meromorphic function, 201

Zeros of theta function upon a Riemann surface, 27

Zeros of simultaneous system of vanishing Jacobian functions, 293

Zeta function expressed by integrals of the second kind, 37

cambbidge: pbinted by john clay, m.a. at the university press.
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